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Abstract 

In view of increasing demand for computational resources, the electronic circuits are reaching 

their limits in terms of miniaturization, performance and energy consumption. The spintronic and 

magnonic devices, instead, potentially offer a replacement of electric charges as information 

carriers which could satisfy those demands. Besides magnetic data storage, where the presence 

or orientation of magnetic moment define the data bit, transfer of information is also possible via 

spin waves (SWs). Especially interesting are patterned magnetic nanostructures, such as 

magnonic crystals (MCs), metamaterials where magnetic properties are modulated in periodic 

manners. However, many obstacles need to be overcome before SW devices become 

technologically relevant. 

The main objectives of this doctoral research are to elucidate the spin dynamics in different 

magnonic systems including layered and patterned structures. We have employed Brillouin light 

scattering spectroscopy and time-resolved magneto optical Kerr effect measurement for the wave 

vector resolved and time resolved dynamics respectively. The topic of modification of magnetic 

properties was explored in three main categories of systems: i) magnetic layered structures: We 

have measured the magnetization dynamics in [Co/NiFe]n, [Co/Pd]n/NiFe, and [Co/Pd]n 

multilayers by varying the stack number, layer thickness and wave vector orientation 

respectively. The interlayer interactions at the magnetic/magnetic and magnetic/non-magnetic 

interfaces significantly affect the effective magnetic anisotropy as well as the spin texture across 

the system. In addition to that, in the latter two cases, the competition between the in-plane and 

out-of-plane anisotropies offers exotic tunability of spin wave damping and magnonic band 

structure. ii) patterned magnetic film: We have investigated the effects of geometrical parameters 

and the applied magnetic field orientation on the spin wave properties in a two-dimensional array 

of NiFe square nanorings and an array of corrugated NiFe stripes respectively. By varying the 

width of each ring, it is possible to significantly tune the nature of spin wave confinement. For 

the other case, a change in the applied magnetic field direction changes the magnonic band gap 

and spin wave propagation properties. iii) single ferromagnetic layer with varying adjacent 

layers: We have further studied the dynamic magnetic properties in Co-Fe-Al-Si Heusler alloy 

thin film by varying the non-magnetic layers adjacent to it. In case of Heusler alloy film, the 

magnetic behavior is strongly dependent on the structural and chemical order, which can be 
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altered by external depositional parameters. Our results demonstrate that by merely changing the 

adjacent layer coupling with the magnetic film, one can effectively manipulate the magnetic 

anisotropy and the spin wave damping properties. All the observations are important in terms of 

their potential applications in future data storage and nanoscale microwave communication 

systems. 
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The component of magnetization perpendicular to the bias magnetic field is represented by a 
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(c) Simulated MFM image. (d) Simulated power and phase maps of the observed resonant 
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MFM image. (c) Power and phase maps for mode 2. (d) Simulated power maps 
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phase distributions are shown at the bottom of (d). 
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circles denote the pole regions. (b) Experimental and (c) simulated MFM image of the ring 

array, respectively. (d) Simulated power maps corresponding to the resonant peaks in the 
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colormap for power and phase distributions are shown at the bottom of (d). 
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Figure 9.5: (a) Contour maps of the simulated magnetostatic stray field distribution and (b) 

line scans of simulated magnetostatic fields from various ring arrays as obtained from the 

positions indicated by horizontal dashed lines in (a). 
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Figure 10.2: (a) The Stokes side of BLS spectra taken at different values of the in-plane 

transferred wave vector q (denoted in units of 107 rad/m) for φ =90° geometry. The spectra 

are horizontally flipped for convenience. The SW peaks are indicated by the arrows. (b) 

Relative values of BLS intensities as calculated by PWM for different values of q given in 

(a). (c) Magnonic band structure in φ =90° geometry. Thin blue lines are PWM results. Bold 

green lines emphasize intense excitations as predicted by PWM. Red solid circles represent 

peaks in the BLS spectra. The dashed vertical line is the boundary of first BZ. The bandgap is 

shown by shaded region. 

 

 

 

 

 

 

 

 

175 

Figure 10.3: Spatial profiles of the selected modes for (a) q= 0 and (b) q= π/a and (b) q= 2π/a 

for the geometry with φ = 90°. 
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Figure 10.4: (a) The Stokes side of BLS spectra taken at different values of the in-plane 

transferred wave vector q (denoted in units of 107 rad/m) for φ =70° geometry. The spectra 

are horizontally flipped for convenience. The SW peaks are indicated by the arrows. (b) 

Relative values of BLS intensities as calculated by PWM for different values of q given in 

(a). (c) Magnonic band structure in φ =70° geometry. Thin blue lines are PWM results. Bold 

green lines emphasize intense excitations as predicted by PWM. Red solid circles represent 

peaks in the BLS spectra. The dashed vertical line is the boundary of first BZ. The bandgap is 

shown by shaded region. 
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Figure 10.5: Spatial profiles of the selected modes for (a) q= 0 and (b) q= π/a and (b) q= 2π/a 

for the geometry with φ = 70°. 
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Figure 10.6: Amplitude profiles of different spin wave modes excited locally at the shaded 

region for (a) φ = 90° and (b) φ = 70° geometry. 
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Figure 10.7: BLS spectra measured at two different values of the in-plane transferred wave 

vector q (denoted in units of 107 rad/m) for (a) φ =90° and (b) φ =70° geometry. The spectra 

 

 

Figure 10.1: (a) Scanning electron microscope (SEM) image of the studied ASW array. The 

co-ordinate axes are shown by the white arrows. The unit cell considered for PWM 

calculations is marked by dashed box. (b) Schematic of the BLS measurement geometry 

used, showing the incident and scattered light beams and the in-plane angle φ between the 

magnon wave vector q and applied magnetic field H, with both vectors lying in the sample 

plane. (c) Simulated static magnetic configurations (shown in red-white-blue colour map) for 

φ =90° and φ =70° configurations (left and right panel, respectively) for H = 850 Oe. The 

magnetic field direction is shown by blue arrows. 
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in red and black stand for two counter propagating directions of wave vector. 
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Figure 11.1: (a) Three-dimensional and (b) in-plane view of AFM images for S1, S2 and S3. 

(c) Cross-sectional TEM images for all three samples. The lower panels show high resolution 

images of the diffraction fringes of CFAS films. 
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Figure 11.2: (a) XRD patterns for all three samples. The arrows indicate the CFAS peaks, 

while peaks corresponding to other materials are indicated by symbols. (b) Lorentzian fit to 

the characteristic CFAS peaks of S1, S2 and S3 which is used in the text to find out the 

crystallite size of the CFAS thin films. 
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Figure 11.3: (a) Magnetic hysteresis loops of S1 (upper panel) and S3 (lower panel), 

measured for magnetic field applied parallel to the film surface, at various angles with 

respect to the edges of the MgO substrate ([100] and [010]). The results for S3 are also 

representative of S2. (b) Typical BLS spectra of all samples taken for q = 0 at H = 2 kOe. 

The arrows indicate the peak frequencies of PSSW modes. The measurement geometry is 

shown in the inset. 
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Figure 11.4: (a) Evolution of the frequencies (symbols) of the Kittel mode (F1) and PSSW 

mode (F2) with respect to the bias magnetic field. (b) Dependence of F1 on the azimuthal 

angle of the applied bias magnetic field. The solid lines correspond to fits to Eqn. 11.2 and 

11.3 for F1 and F2, respectively. 
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Figure 11.5: Measured spin wave frequencies (symbols) as a function of in-plane wave vector 

at a magnetic field of 2 kOe. The solid lines are calculated frequencies. 
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Figure 11.6: Linewidth of the q = 0 mode as a function of the mode frequency for different 

samples. Inset shows typical anti-Stokes peaks for all three samples, taken for q= 0 at H = 

1500 Oe. 
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Chapter ͳ ͳ. Introduction 

In 1947, the invention of transistor [1] ignited a series of radical and phenomenological change in 

the world of communication and technology. The ability of on-chip digitization has fueled the 

information-age, whose fundamental sources of economical wealth are knowledge and 

communication rather than natural resources and physical labor. In present days, if we look around, 

people are seen communicating with others by cell phone, working on laptops, or performing their 

household duties using world-wide-web. There are several other applications in devices as diverse 

as video cameras, jumbo jets, modern automobiles, manufacturing equipments etc. Overall, the 

explosive growth and development of high performance electronic devices and integrated circuits 

have transformed the foundation of the world economy and have increasing impact on all areas 

from everyday life to the most advanced science, technology and business. 

The evolution of semiconductor based technology has always been boosted by the ever 

increasing data processing capability, together with astonishingly high integration density and 

faster speed. Combined with advances in optical communication, these advantages have enabled 

easy and affordable storage, processing, and transmission of massive amount of information. 

Nevertheless, according to the International Technology Roadmap for Semiconductors, the 

semiconductor based technology will face serious obstacles hindering downscaling and power 

reduction in the near future, since both the miniaturization of single-element size and the 

operational speed will reach their ultimate limits within next few years [2]. Another fundamental 

drawback, inherent in electronics, is the generation of waste heat during switching (since it is 

associated with a translational motion of electrons), which is responsible for an increase in the 

power consumption of electronic devices. Consequently, the challenge not only becomes to 

develop new particle-less technologies to accommodate increasing information, but also how to 

organize information in the new media. A possible way out is to bend towards all-optical integrated 

circuits, which employ photons, the quanta of electromagnetic waves as the information carrier 

and has opened a new dimension in the field of nanophotonics research: photonic crystal [3-5]. 

Photonic crystals (PhCs) are a class of artificial optical materials with periodically modulated 

refractive indices. In a semiconductor, the periodic lattice of atoms causes electrons to have energy 

bands and energy gaps; in a PhC, the periodic dielectric lattice causes photons to have frequency 
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bands and frequency gaps, the latter often being called photonic bandgap. If the frequency of light 

(or photon) falls in the gap, the PhC will reflect the light totally irrespective of its angle of 

incidence. The properties of the band gaps can reliably be controlled and manipulated by changing 

physical parameters of the structure such as dielectric constant of the used materials or lattice 

parameters of the structure. In other words, PhC structures suggest high spectral selectivity that 

has led to various applications of the photonic crystal to optical nanodevices such as photonic 

waveguides [6-10] and integrated circuits [11-13]. 

In the meantime, the areas of nanomagnetism and magnetization dynamics, a popular sub-

area of spintronics [14], have become a subject of growing interest, owing to its promising 

applications in nanoscale signal processing and information transfer devices [15-17] such as filters 

[18], delay lines [19] and storage elements [20-21]. This field encompasses the transmission, 

storage and processing of information based on the magnetization state of a system (The term 

Spintronics originally was an acronym for SPIN TRansport electrONICS). Historically, the 

concept of associating the spin degree of freedom with electric signals (i.e. electronic charge) came 

with the experimental observation of giant magnetoresistance (GMR) effect in Fe/Cr multilayered 

system by Fert and Grunberg [22-23], for which they were awarded Noble prize in 2007. The 

phenomenon is based on the fact that for a spin-polarized current, i.e. a current which is not carried 

by an equal amount of up- and down-spins, flowing from one ferromagnetic layer into another, the 

resistance depends on the relative orientation of the two ferromagnetic layers. This was a major 

breakthrough in the technological industry and led to the possibility of novel non-volatile magnetic 

memories, like Magnetoresistive Random Access Memory (MRAM) [15] and magnetic hard disk 

drives, in which each bit can be separately manipulated by means of current controlled write or 

read. Later on, the discoveries like Spin Transfer Torque (STT) [24-25], which allows for current 

assisted magnetization switching, (Inverse) Spin Hall Effect ((I)SHE) [26-27], which provides new 

ways to create and detect spin currents, Spin Pumping Effect [28], Spin Seebeck Effect (SSE) [29] 

and the Dzyaloshinskii Moriya Interaction (DMI) [30-32], have added interesting perspectives to 

the field of spintronics. 

Besides using electrical current, the transfer of magnetic moment or spin can also occur with the 

help of spin waves [33-34] or magnons (the quanta of spin waves with spin 1 obeying Bose –

Einstein statistics) in magnetic materials--giving rise to the nascent scientific field, so-called 

magnonics. From a classical point of view, the Spin wave (SW) represents a phase-coherent 
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precession of microscopic vectors of magnetization of the magnetic medium. The concept of spin 

wave was first introduced by F. Bloch in 1930 [35] and presently is considered as potential data 

carriers for computing devices, providing the elemental base for Joule-heat-free transfer of spin 

information over macroscopic distances. In that sense, the SW is equivalent to the electromagnetic 

waves in photonics, however having wavelengths that are a few orders of magnitude shorter than 

that of electromagnetic waves at the same frequency. Magnonics thus inherently fosters the 

miniaturization of microwave devices towards nanoscale. Ultimate control and functionality of 

SW based logic is expected from the so-called magnonic crystal (MC) (the magnetic counter part 

of photonic crystal) [36-40], which is formed by periodic magnetic nanostructures, resulting in 

allowed and partially or fully forbidden SW modes which can be manipulated via a wide range of 

parameters, including the choice of magnetic material, the size and shape of the sample and the 

orientation and magnitude of applied bias magnetic field. A striking example is given by the 

recently discovered magnetic lattices created by skyrmions [41-42] and artificial spin ice [43-44], 

which stimulated abundant new physics and many new applications. Further advantages of 

magnonic devices lie in the fact that, perhaps more than any other kind of wave (for example 

electromagnetic or acoustic), spin waves display a diversity of dispersion characteristics. For 

example, the dispersion of dipole-dominated spin waves in thin ferromagnetic films strongly 

depends on their propagation direction with respect to an in-plane magnetic field, giving rise to 

Damon-Eshbach modes for  wave vector perpendicular to magnetic field, backward-volume modes 

for wave vector parallel to magnetic field, or a combination of both. Overall, the concept of 

magnonics provides an unprecedented controllability in terms of ultrafast information transmission 

and processing and therefore a thorough understanding of the fundamental SW properties (such as 

the frequency, amplitude, phase, velocity, non-reciprocity etc.) is necessary to mould the SWs for 

the next generation multifunctional frequency-agile computing devices. 

In the following paragraphs, a brief overview of a few aspects of the research field of 

magnon-spintronics will be presented, which has motivated the present thesis work. Finally, an 

outline of the content of this thesis will be given. 
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Thin Films for Magnetic Storage Media 

Since the discovery of GMR, the area of spintronics has remarkably flourished, driven by 

the urge to develop high density magnetic recording media, combined with controlled 

magnetization switching that is fast and reproducible. This has triggered a considerable interest in 

magnetic switching properties, magnetic anisotropy, interlayer interactions and magnetic   

damping in different magnetic nanostructures. Initially, in the beginning of the nineteenth century, 

the concept of conventional magnetic storage was limited with the magnetic drum, tape, disk and 

bubble memory, where the data was stored as the presence or absence of magnetic spots or 

domains. These were basically the precursors of the subsequent longitudinal recording media [45-

46], where the orientation of magnetization in each grain or domain (with magnetization in plane) 

contributes to single bit of information and the data was written and retrieved using GMR or TMR 

(tunnel magnetoresistance) based read head. However, the progress in this field was hindered due 

to superparamagnetic effect (causes instability of magnetization state at room temperature) and 

cross talk between the data bits. Instead, it was found that magnetic materials with high 

perpendicular magnetic anisotropies (PMA) are superior candidates for this field [47-49]. The 

magnetic anisotropy may originate from different sources, e.g., the crystalline structure (like in 

Co, CoPt, CoCrPt), the shape and aspect ratio in case of structured magnetic media. The PMA 

media offers a higher areal density of data (340GB/in2) [50] along with the bit patterns which are 

magnetostatically and thermally more stable. Consequently, a thorough study of the magnetic 

properties was carried out in Co [51], CoCr [52], CoPt [53], CoCrPt films and Co/Pd [54], Co/Pt 

[55] and Co/Ni [56] multilayers. In case of multilayers, a higher grain density, together with the 

interface anisotropy promote a higher and tunable PMA. Nevertheless, the PMA has to compete 

with the magnetostatic energy of the system which may eventually give rise to exotic phenomena 

like stripe domain structures, if the film thickness is higher than a critical value. So far, formation 

and evolution of stripe domains and their spin wave excitations are reported for NiFe [57], Co 

[58], CoFeSiB [59], FeSiB [60], FeCoAlON [61], FeCoZr [62], FePd [63] films. However, a 

detailed study of the periodic internal field and its impact on the spin dynamics is still scarce in 

the literature. 

The most crucial problem with the application of the high anisotropy materials is the 

requirement of very high field to switch the magnetization [64]. One of the proposed techniques 

to overcome this difficulty is heat assisted magnetic recording (HAMR) [65]. Here, a reduction of 
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the anisotropy at the time of switching is achieved by a local heating. Another way out to get 

around the issue is to use exchange spring (ES) magnetic media [66-69]. ES systems consist of 

hard and soft magnetic materials strongly exchange coupled at the interface. By selecting the 

anisotropy direction in the hard layer, one can have parallel or perpendicular ES magnet. Because of 

the high anisotropy in the hard layer, its spins are pinned, while the amount of pining in the soft layer 

decreases with increasing distance from the interface, due to reduced exchange coupling. This 

eventually leads to a characteristic spin-twist structure under the application of an external field, which 

strongly depends on the soft layer thickness. Such combination of tunable magnetic anisotropy 

and thermal stability makes this system attractive for magnetic storage, spin transfer torque (STT) 

devices and other spintronics applications [66, 70-72]. 

In addition to the magnetic anisotropy and thermal stability, the technological possibilities 

also demand for a material with low magnetic damping. The material so far known for the lowest 

Gilbert damping is Yttrium Iron Garnet (YIG) [73]. However, its complicated crystal structure 

does not allow for pattering at microscale and therefore inhibits its practical implementation for 

information processing. The issue therefore boils down to the utilization of metallic ferromagnets. 

In this aspect, Heusler alloy (HA) [74-75] compounds are very important. The HA compounds are 

known as half metals which exhibit spin dependent band structure: while the majority spin band 

exhibits a metallic behavior, the minority electrons show a semiconducting behavior. Such band 

structure suppresses the spin flip processes and thereby reduces the damping of magnetization 

precession. Moreover, the resulting spin polarization makes it a potential candidate as a high spin 

polarized current source for giant and tunnel magnetoresistance devices [76-77]. Interestingly, here 

the magnetic properties such as magnetic anisotropy and damping are strongly dependent on the 

crystalline structure and the degree of chemical order which in turn depend on the substrate 

material as well as other deposition conditions. These facts have spurred interest in different 

ternary (like Ni2MnSn [78], Co2FeSi [79], Co2MnSi [80], Co2FeAl [81], and Co2CrAl [82]) and 

quaternary (like Co-Cr-Fe-Al [81, 83], Co-Fe-Mn-Si [84] and Co-Fe-Al-Si [76, 85]) HA 

compounds, where the tunability and optimization of structural properties and deposition 

parameters have been explored. 
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Magnonic Crystals 
 
As mentioned earlier, MCs are anticipated to be a great promise in a wide range of magnetic device 

applications such as in magneto-electronic devices, magnonic waveguides and magnetic logic 

devices, where the SWs are used to carry and process information at nanoscale. The surge of 

interest in the static and dynamic magnetic properties of MCs started almost two decades ago [39-

40, 86]. Later on, numerous theoretical and experimental studies have been conducted on one 

dimensional (e.g. arrays of stripes) [87-88], two-dimensional (e.g. arrays of dots) [89-90] or three 

dimensional (e.g. arrays of nanospheres) [91] MCs, in the form of periodic distribution of different 

materials or specific material parameters (e.g. saturation magnetization MS or magnetocrystalline 

anisotropy [92-93]), or other modulated parameters (such as external magnetic field or stress [94]) 

modifying the propagation of SWs. Materials that have been mostly exploited for these studies are 

YIG [73] (an insulating ferrimagnet, provides smallest SW damping) and metallic ferromagnets 

such as Ni80Fe20 (Permalloy) (soft magnet, negligible magntetocryatalline anisotropy) [90], Co 

(reasonably hard magnet, moderate magntetocryatalline anisotropy) [95] and CoFeB [96-97] for 

micro and nanostructured devices. In general, the modulation of magnetic properties brings about 

changes in coercivity and switching field, induced anisotropies, and collective behaviors of the 

elements in magnetization reversal. SWs form localized or standing modes in the periodic 

distribution of local magnetic fields, coherent coupling between which (due to exchange 

interaction or anisotropic dipolar interaction) leads to the creation of dispersive energy bands when 

arranged in an appropriate lattice. These waves may also undergo coherent scattering and Bragg 

reflection at specific wave vectors, giving rise to a modified band structure with partial or complete 

bandgaps. 

In the literature, artificial tailoring of the magnonic bands in 1D MCs were studied in the 

form of arrays of stripes of ferromagnetic materials [86-87, 98-99] and stripes of two different 

ferromagnetic materials (bicomponent MCs) [88, 100], where the dynamic dipolar stray fields due 

to precessing magnetic moments provide the relevant interaction which is responsible for 

collective SW excitations across the array. Here the magnetic shape anisotropy plays a significant 

role which often leads to the intriguing bistable magnetic states [101]. In addition to alternating 

stripes, 1D MC consisted also of single magnetic stripe with periodic modulation of geometrical 

parameters (such as thickness or width) [18, 102] or magnetic properties (such as the magnetic 

anisotropy, saturation magnetization, size and orientation of internal magnetic field) [93-94], 
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which show effective band engineering. Waveguide structures made up of chains of magnetic dots 

[103-104] or periodic sequences of holes [105] along a ferromagnetic stripe can also be considered 

as 1D MC, where the spin wave spectra are significantly dependent on the geometrical parameters 

of the magnetic elements, as well as on their arrangement. 

 The progress in recent lithography and deposition techniques has enabled the practical 

realization of more complex 2D MCs comprising of magnetic dot arrays (2D periodic array of 

magnetic elements in non-magnetic matrix) [39-40, 106-107], antidot arrays (periodic holes 

arranged in homogeneous magnetic film) [95, 108-110] and arrays of magnetic rings (magnetic 

dot without its core) [111-114]. Periodic Array of non-interacting elements can be used in bit-

pattered media where single bit of information can be stored as the magnetization state of a single 

dot or can be trapped between the consecutive holes along the intrinsic hard axis in an antidot 

nanostructure. On the other hand, when the elements are interacting, the periodic distribution of 

magnetostatic and dynamic dipolar stray field (arising from the unsaturated or demagnetized 

regions) leads to the splitting of single SW mode into multimodes. In particular, the formation of 

band structure is governed by the dynamic dipolar interactions between standing waves in case of 

nanodisks or between gyroscopic modes of the vortex core motion, if the discs are in the vortex 

state, or between the adjacent SW nanochannels for antidot arrays. In all cases the magnonic band 

width is a direct measure of the strength of coupling, which depends on the shape and size of the 

element, its magnetic configuration, the edge to edge separation, lattice arrangement and the 

magnitude and orientation of external bias magnetic field. Noticably, the antidot lattices, being 

exchange-coupled magnetic systems, offer higher SW propagation velocity as compared to dot 

arrays, which can be further improved by introducing dots of another magnetic material inside the 

antidots (bi-component MC [115-116]), thereby providing additional tunability in the magnonic 

band structures. 

 Another example of a combination of dot and antidot is magnetic ring arrays. Such ring 

array can possess different magnetic ground states, namely, the vortex state [117] in which the 

magnetization is circumferential to the ring (without vortex core), and the onion state [118] with 

two opposite head-on-head domain walls. In case of vortex, interestingly, the absence of core 

impedes any magnetostatic field leakage (cross talk) and reduces the influence of edge domains. 

This makes them good candidates as building blocks for high density magnetic random access 

memories and magnetosensors. Moreover, the smooth and controlled transition between the vortex 
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and onion states, together with their rich eigenmodes, has boosted the interest in the static and 

dynamic magnetic properties of arrays of circular [118-119], elliptical [120], rectangular [121-

122], triangular [123] and asymmetric rings [124] of different size and composition. 

Based on the study of fundamental SW properties in magnetic nanostructures, many novel 

SW based devices have been proposed, accompanied by their prospectives and challenges, such 

as magnonic waveguides [125], filters [126], splitters, grating coupler [127], SW emitters [128], 

SW amplifier, SW multiplexer [129] and SW interferometer [130]. In a MC, SWs of different 

frequencies can be used for parallel logic operations where information or data is coded into 

magnon phase or density. On the other hand, the intermediate gaps are important for SW filter [18] 

and transistor [131], which can be tailored by applying electric fields to construct SW logic gates 

[132]. In case of reconfigurable or dynamic MC [133-134], which forms a fascinating class of MC, 

it is possible to realize universal data processing units with switchable SW properties. Apart from 

periodic systems, single microstructured SW waveguide are also interesting, where the SW 

channeling along the distribution of local magnetic field can be manipulated by inducing different 

potentials such as magnetostatic potential [135], domain wall [136-137], local Oersted field [138], 

interfacial interactions etc. The application of electric field further modifies the SW phase, which 

can be implemented in SW logic gates, where the output is processed by SW interference [139-

141]. In addition to magnon-based elements, another important requirement is converter devices 

which efficiently interface the magnonic circuitry with spintronic and electronic environments. So 

far, the techniques that have been successfully used for magnon excitation (SW source) are 

inductive microwave technique, STT and SHE based magnon injection. 

 

Objectives of Thesis 

The framework of this thesis consist in experimental and theoretical investigation of dynamic 

magnetization in a variety of magnetic thin films, multilayers and 2-D patterned nano-structured 

elements using time resolved (time resolved magneto optical Kerr effect microscopy) and wave 

vector resolved (conventional Brillouin light scattering) techniques. The specific objectives of this 

research are to study the magnetic parameters and characteristics of SWs under various potentials 

(demagnetizing field, interlayer interactions, chemical ordering). Broadly, the studied systems can 

be classified as follows:  
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i) Magnetic multilayered structures: The spin wave dispersions are measured to study 

the strength of interlayer interactions and their impact on specific magnetic parameters. 

ii) Magnetic/non-magnetic multilayered stripe domain system: the magnonic band 

structure in presence and absence of stripe domains are investigated from which the 

analogy between periodic stripe domains and one dimensional magnonic crystals are 

addressed. 

iii) Magnonic crystals in the form of array of asymmetric stripes and square rings: 

the role of complex distribution of demagnetizing field on the spin wave spectra and 

its tunability is investigated. 

iv) Co-Fe-Al-Si Heusler alloy thin film: The influence of the adjacent layers (top and 

bottom) on the structural and magnetic parameters as well as on the spin wave 

excitations are demonstrated.  
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Chapter ʹ ʹ. Theoretical background 

2.1. Introduction 

The fundamental origin of the intrinsic magnetic properties of a material lies in its molecular 

structure as well as in its electronic arrangement. The spin of the electrons, together with the 

number of unpaired electrons and the interactions between their spin and orbital momenta 

determine the magnetic response both in microscopic and macroscopic level. Based on that, 

materials can be classified as diamagnet, paramagnet, ferromagnet, ferrimagnet, and 

antiferromagnet. Amongst them, the ferromagnetic and ferrimagnetic materials are especially 

interesting because they possess spontaneous magnetic polarization. This thesis will focus on the 

properties of ferromagnetic (FM) materials. The transition metals (to which iron, cobalt and nickel 

belong) are characterized by partially filled internal electron shell corresponding to the 3d levels. 

The 3d band is very narrow and hence the kinetic energy of 3d electrons is small while the density 

of states is very high. These facts lead to the intricate interaction between the 3d electrons of 

neighboring atoms (known as exchange interaction) which is responsible for the molecular spin 

alignment of the material. According to the Weiss theory [1], this exchange interaction has to 

compete with the dipolar interaction caused by the free magnetic poles on the surface 

(demagnetizing field), which ends up with the FM to break up into small domains for the 

minimization of the free energy. 

 The individual moments of a FM material collectively contribute to a volume 

magnetization M, which is maximum when the moments are fully aligned under a large enough 

external magnetic field. In presence of magnetic field, the coupled moments precess about the field 

direction, which is called ferromagnetic resonance (FMR) in case of uniform precession (the 

moments have same frequency and phase) [2]. When the precession is not uniform, each individual 

dipole precesses slightly out-of-phase with its nearest neighbor. This produces a propagating wave, 

known as spin-wave (SW) [3], with its energy and momentum related by characteristic dispersion 

relations. The parameter that describes the rate of energy loss of precessing magnetization, is called 

magnetic damping, which can be intrinsic (e.g. due to spin-orbit coupling) or extrinsic (e.g. due to 
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two-magnon scattering) depending upon its origin. Another exotic property observed in FM 

materials is magnetic anisotropy that is the dependence of magnetic energy on the direction of the 

spins with respect to the crystal lattice, or, in patterned structures, with respect to the geometrical 

axes.   

 This chapter starts off with an overview of the energies that play a role in the dynamics of 

a ferromagnetic system. Next, we describe the magnetization dynamics followed by the illustration 

of different aspects of spin waves.  

2.2. Magnetic Energies and Fields 

The static and dynamic magnetic properties of a magnetic material are dependent on the relative 

contribution of different energy terms, such as Zeeman energy, magnetostatic self-energy (also 

known as demagnetizing energy), exchange energy, and magnetic anisotropy energy. In 

equilibrium the system is in a local minimum of the total free energy. This section presents a brief 

outline of some of the vital energy factors. 

2.2.1. Zeeman Energy 

The Zeeman energy describes the interaction of the magnetization M with an external magnetic 

field H0. The energy is given by: 


V

Zee dHME  00 .

          

                                                                                              ………(2.1)
 

where V is the volume occupied by the magnetic structure and dτ the volume element. This 

equation states that in presence of magnetic field, the magnetization tends to align along H0 to 

make the energy minimum.  

2.2.2. Exchange Energy 

The interaction which is quantum-mechanical in nature and is responsible for the long range 

magnetic order in ferromagnets is the so called exchange interaction [4]. Besides ferromagnets, 

this interaction is pronounced in ferrimagnets and antiferromagnets as well, where the exchange 

interaction between the neighboring magnetic ions will force the moments into parallel or 

antiparallel alignment. It actually stems from the Coulombic interaction energy and Pauli exclusion 
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principle, which can be phenomenologically described by the Heisenberg exchange Hamiltonian, 

given by 





ji

jiex SSJH .2                                                                                                    ………(2.2)
 

where Si is the spin operator of the i-th atom and J is known as exchange integral. In the continuum 

model, the above equation can be written as: 

   dVmAEex

2                                                                                                    ………(2.3)
 

where the magnetic moment m is a continuous vector quantity and A is called the exchange 

stiffness constant presented as: 

a
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                                                                                                              .………(2.4) 

where a is the lattice constant. 

The aforementioned exchange is also known as direct exchange interaction, where the electrons of 

magnetic atoms interact with its nearest neighbors. Apart from that, exchange can also occur in 

indirect ways, which couples moments over relatively larger distances. For example, RKKY 

exchange, where the metallic ions are coupled via itinerant electrons, super-exchange, where the 

exchange is mediated via different non-magnetic ion, anisotropic exchange interaction (also 

known as Dzyaloshinsky-Moriya interaction) [5], where the spin orbit interaction plays a major 

role and often leads to canting of spins by small angle.  

2.2.3. Magnetic Dipolar Interaction 

The dipolar interaction between two magnetic dipoles is common for any magnetic dipole, 

irrespective of whether it is in ferromagnetic system or not. The corresponding energy term reads 

as  
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                                                                    ………(2.5)
 

where µ0 is the permeability, µ1 and µ2 are the moments of the two magnetic dipoles and r is the 

vector connecting the two dipoles, which experience the magnetic field generated by each other. 

The above equation tells that the energy decreases with the 3rd order of their distance. In case of 
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ferromagnets, although this interaction does not contribute to magnetic ordering, but it plays an 

important role in a number of phenomena such as formation of domains, demagnetizing field and 

spin waves in the long wavelength regime.   

2.2.4. Magnetic Anisotropy 

Magnetic anisotropy [6] is the directional dependence of material’s magnetic properties. Because 

of this, there are preferential directions in space (known as easy magnetization axes) in which a 

magnetic system is easier to magnetize than in other ones. Deviation from these directions imposes 

an energy penalty, called the anisotropy energy. The origin of magnetic anisotropy lies in multiple 

factors, such as: 

i) Magnetocrystalline anisotropy:-  

The magneto crystalline anisotropy is an intrinsic property of the material which is caused by the 

spin-orbit interaction of the electrons. The spatial arrangement of the electron orbitals are strongly 

linked to the crystallographic structure. Consequently, when they interact with the spins they force 

the latter to align along well defined crystallographic axes. The symmetry of the lattice structure 

is responsible for the ‘foldedness’ of the magnetic anisotropy. For instance, in cubic systems the 

energy density due to crystal anisotropy reads 

  222
2

222222
10 zyxxzzyyxani KKKE                                                       ………(2.6)

 

where αi are the direction cosines of the normalized magnetization m with respect to the Cartesian 

axes of the lattice. Ki’s are the magnetocrystalline anisotropy constants, K0, K1, and  K2 are the 

crystalline anisotropy constants of zero, first and second order, respectively. On the other hand, 

for crystals having uniaxial anisotropy, the energy density is given by 

2
xUani KE 
 

                                                                                                            ………(2.7) 

where KU is the uniaxial anisotropy constant. 
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ii) Shape anisotropy and demagnetizing energy:-  

Another very common origin of magnetic anisotropy belongs to the anisotropic shape of the 

magnetic element. It is basically the anisotropic dipolar interaction of free magnetic poles (stray 

and demagnetization fields) which comes into play when the geometry of submicron sized 

magnetic elements is not symmetric.  

A magnetic system with finite boundaries exhibits poles at its surfaces which lead to a stray field 

outside the sample. This in effect gives rise to demagnetizing field inside the sample. The energy 

corresponding to the stray field is given by 

 dVHME demdem .
2

1
0  

      

                                                                                ………(2.8)
 

In case of a homogenously magnetized ellipsoid the demagnetizing field is uniform which is given 

by 

NMHdem                                                                                                              ………(2.9)
 

where N is called the demagnetizing tensor. Thus, the stray field energy (demagnetizing energy) 

reduces to 

 MNMdVEdem 0.
2

1   
 
                                                                                          ………(2.10)
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                                                                                          ………(2.11) 

where V is the volume of the sample. For an arbitrary shaped element, N is strongly dependent on 

the shape and geometry of the element and forms a complex function of position. Finally, the 

preferred orientation of magnetization is the one for which Edem is minimum.  

iii) Surface and interface anisotropy:-  

The broken symmetry at surfaces and interfaces of magnetic thin films and multilayers often 

induces some anisotropy in the system.  This results in the effective anisotropy (Keff) constant to 

be divided into two parts: 
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                                                                                          ………(2.12)

 

with KV being the volume dependent magneto crystalline anisotropy constant and KS is the surface 

anisotropy. The latter exhibits an inverse dependence on the thickness d of the system and prefers 

an out of plane magnetization of the sample. The competition between volume and surface 

anisotropy gives rise to a dependence of the magnetization on the film thickness. Below a critical 

thickness dc (given by 
V

S

c
K

K
d

2
 ) , the magnetization favors out of plane orientation and vice 

versa.  

In case of few multilayered systems (like Co/Pd and Co/Pt multilayers), the observed interfacial 

anisotropy is rooted in the interfacial hybridization of electronic band-structure [7-8]. These 

hybridizations are sensitive to the local interface structure and affect the spin orbit coupling 

strength, which in turn changes the magnetocrystalline anisotropy energy. 

 

2.3. Magnetization Dynamics and Spin Waves 

In presence of an external magnetic field, the magnetic moments of a magnetic material experience 

a torque which induces a precessional motion about the direction of the external field. In addition, 

the moments try to align themselves along the external field to minimize the Zeeman energy. 

Effectively, they execute a damped spiral motion about the field direction which is referred to as 

magnetization dynamics (See Fig. 2.1). The net behavior of dynamic magnetization is 

phenomenologically illustrated by the Landau-Lifshitz and Gilbert equation of motion. The 

Landau-Lifshitz-Gilbert (LLG) equation is a torque equation which was first introduced by Lev 

Landau and Evgeny Lifshitz in 1935 as Landau-Lifshitz (LL) equation [9]. Later, Gilbert modified 

it by inserting a Gilbert damping term [10]. 
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When a magnetic moment ȝm is placed in an effective magnetic field Heff, it experiences a torque 

given as: 

effm H                                                                                                          ………(2.13)
 

In a semiclassical approach, the magnetic moment ȝm can be related to the angular momentum L 

of electrons as follows: 

Lm                                                                                                                   ………(2.14)
 

where 


Bg  is the gyromagnetic ratio, g is the Landé-factor (g ≈ 2), B is the Bohr magnetron 

and  is the reduced Planck constant. By applying the momentum theorem one can express Eqn. 

2.13 as the rate of change of angular momentum L: 

effm H
dt

dL
   

 

                                                                                                      ………(2.15)
 

Using Eqn. 2.14 the above expression reduces to 

effH
dt

d
 

 
 

                                                                                                    ………(2.16)
 

Here, the effective magnetic field Heff is a sum of all external and internal magnetic fields: 

 

Heff

M
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M
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S
S
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Figure 2.1: The precessional motion of the magnetization around the effective magnetic field direction. 
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  anidemexeff HHHthHH  0                                                                  ………(2.17)
 

H0 is the applied bias magnetic field, h(t) is the dynamic component, Hex is the exchange field and 

Hdem represents the demagnetization field created by the dipolar interaction of magnetic surface 

and volume charges. The field Hani includes all kinds of anisotropic fields described above.  

In the continuum limit, the atomic magnetic moment can be replaced by the macroscopic 

magnetization M resulting in the equation of motion, i.e., Landau-Lifshitz (LL) equation: 

effHM
dt

dM
    

                                                                                                  ………(2.18)
 

Physically, the above equation features a continuum precession which means that the system is 

non-dissipative. To avoid this impractical situation, Landau and Lifshitz proposed the damping 

term to be 

 
effHmm   

Later, Gilbert introduced another damping term into the LL equation resulting in the so called 

Landau-Lifshitz-Gilbert (LLG) equation as: 
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                                                                     ………(2.19)

 

Here   is the dimensionless Gilbert damping parameter. An interesting aspect of this parameter 

is its viscous nature, i.e. an increase in rotation of magnetization dMS /dt increases the damping of 

the system. 

 Figure 2.1 schematically illustrates the interplay between different torques acting on the 

magnetization vector. The precessional torque (the first term on the right hand side of Eqn. 2.19) 

acts tangentially to the circle traced by the tip of the magnetization vector, while the damping 

torque (the second term) acts radially to align the magnetization along the effective magnetic field. 

The mechanism of damping primarily arises from the spin orbit interaction [11] and therefore the 

damping parameter is a material property. Other than spin orbit interaction, different external 

channels, namely, magnon-electron scattering [12], eddy currents [13], spin pumping [14], multi-

magnon scattering [15-16] etc., may also take part in the relaxation of magnetization precession 

amplitude.  
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 In 1930, the idea of spin waves (SWs) was introduced by Bloch [3] in order to describe the 

reduction of the spontaneous magnetization in a ferromagnet. At absolute zero temperature, all the 

atomic magnetic moments of a ferromagnet are aligned in the same direction (as shown in Fig. 

2.2a), which is the ground state of the system. As the temperature rises, the thermal agitation 

perturbs the spontaneous magnetization causing a deviation of the spins from the aligned direction. 

This phase of the disturbance propagates through the system in the form of a wave as depicted in 

Fig. 2.2b and 2.2c.  

 

  

 

 

 

 

 

 

 

In case of uniform precession in presence of a magnetic field, the spins of the system precess in 

phase about the field direction, i.e. the wavelength (wave vector) of SW is nearly infinity (zero). 

By solving LLG equation (Eqn. 2.19) the frequency of uniform precession (known as 

Ferromagnatic Resonance or FMR frequency) can be obtained by setting 
dt

dM  equal to zero. For a 

thin magnetic film, the corresponding solutions were calculated by Kittel [2] and is given by, 

     SxzSxy MNNHMNNH  442                                                  ………(2.20) 

Here Nx, Ny and Nz are the demagnetizing factors in the x, y and z directions respectively and the 

magnetic field is applied along the z axis.  

 q

 2


(a)

(b)

(c)

Figure 2.2: Semiclassical representation of spin wave in a ferromagnet: (a) the ground state (b) a spin 

wave of precessing magnetic moments and (c) the spin wave (viewed from above) showing a complete 

wavelength. 
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 On the other hand, the non-uniform precession is signified as the propagation of phase shift 

across the spin system and hence the mutual interactions between the moments play a crucial role 

in determining the wavelength, frequency and overall dispersion behavior of the SW. In the long 

wavelength regime, the phase difference between consecutive spins is rather small, the SW energy 

is primarily dominated by dipolar energy and the SWs are referred to as dipolar-dominated or 

magnetostatic SWs. In contrast, the short wavelength SWs are governed by exchange interaction 

and known as exchange SWs.  

 The characteristics of magnetostatic SWs were first reported by Damon and Eshbach [17] 

in 1961. The dipolar interaction being anisotropic, the frequency, amplitude and propagation 

properties of magnetostatic modes strongly depend on the geometry of their propagation direction 

with respect to the applied field and the film plane. When both the applied field and the SW wave 

vector lie in the film plane and are perpendicular (parallel) to each other, a magnetostatic surface 

mode (magnetostatic backward volume mode) appears. On contrary, if the magnetic field is 

applied out of the film plane and SW propagates parallel to the surface, it is known as 

magnetostatic forward volume mode. In this thesis, the SWs were investigated for the bias field 

applied in plane. Therefore, the discussion is limited to the former two cases only. The frequency 

vs. wave vector dispersion characteristics of these modes are presented in Fig. 2.3. The 

magnetostatic surface wave (MSSW) mode, also known as Damon and Eshbach mode (DE), shows 

a positive dispersion starting from the Kittel mode at zero wave vector. This mode is further 

characterized by the localization of SW amplitude in the vicinity of the top and bottom surfaces 

along with its nonreciprocal behavior, i.e. the propagation is possible for either positive or negative 

direction of the wave vector for each surface. In absence of any exchange interaction and magnetic 

anisotropy, the dispersion relation of the DE mode is given by [18], 

      2122
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                                                    ………(2.21)
 

where q|| is the in-plane component of the wave vector and d in the thickness of the film. 

In case of magnetostatic backward volume waves (MSBVW), the SW amplitude prevails 

throughout the thickness of the sample and the dispersion features a negative slope (group and 

phase velocities are in opposite directions). The corresponding dispersion relation is given by [19] 
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2.3.1. Exchange Spin Waves 

When the wave vector of SW is increased (wavelength is decreased), the exchange interaction 

comes into play. Basically, the exchange interaction becomes dominant when the SW wavelength 

is of the order of the exchange length which is given by  
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where A is the exchange constant. It is worth to note that the exchange dominated SW mode does 

not depend on the relative orientation of the wave vector and magnetic field. The SW dispersion 

relation with dipolar-exchange interactions taken into account is given by [15] 
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Figure 2.3: Schematics of (a) perpendicular standing spin wave mode (PSSW) and magnetostatic surface 

spin wave mode (MSSW) are shown for a ferromagnetic thin film. (b) The dispersion relations for three 

different types of magnetostatic SWs modes. 
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where 
||q is the angle between the applied field H0 and q||. 

In addition to q|| it is also possible to excite SWs which propagate perpendicular to the film plane 

to form perpendicular standing spin waves (PSSW) (Fig. 2.3a). For a film of thickness d, the wave 

vector of PSSW mode can be written as 

d

n
q
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Their dynamic magnetization profile is sinusoidal and depends on their quantization number n: 
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where z denotes the coordinate along the film thickness. The above equation actually describes a 

standing mode consisting of two counter propagating waves with quantized wave vectors. Without 

considering the contribution of in-plane wave vector, the frequency for the PSSW mode is given 

by [20] 
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2.3.2. Confined Spin Wave Modes in Magnetic Structures 

In the discussion above, we have dealt with the properties of SWs in infinite thin film. In case of 

a confined structure, the spectrum of SW is modified by the boundary conditions imposed by the 

lateral dimensions [21]. In particular, the SW finds a propagation channel [22] or form standing 

waves [23] in the distribution of ‘potential wells’ defined by the geometry of the structure. The 

formation of standing wave often leads to localized mode or quantized mode (with multiple 

quantization numbers) when the feature dimensions are of the order of the wavelength of the SW. 

Overall, the number of SW modes increases whose properties are strongly dependent on the system 
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geometry as well as on the orientation of the magnetic field. The structural confinement also affects 

the dispersion relation, resulting in a number of allowed and forbidden magnonic bands in case of 

periodic patterning (Magnonic crystal or MC) [24]. The band structure of MC consists of several 

Brillouin Zones, which provides the flexibility to mould the SW properties by changing the 

external structuring.  Nevertheless, the estimation of the magnonic band structure in a MC is not 

trivial. In this thesis, we have used plane wave method to numerically calculate the magnonic band 

structure of a MC which will be described in subsequent chapter. 

  

  

2.4. Magneto-Optical Kerr Effect (MOKE) 

The phenomenon of magneto-optical effect was first discovered by Michael Faraday in 1845, when 

he observed that the magnetic moment of a material have influence on the polarization of light 

wave. He observed that the plane of polarization of a linearly polarized light is rotated when the 

light is transmitted through a magnetized material. Later on John Kerr observed a similar rotation 

of polarization in reflected light as well [25]. Upon reflection from a magnetized sample, a plane 

polarized light is converted to an elliptically polarized light, which is known as Kerr effect and the 

corresponding rotation of the plane of polarization (i.e. the major axis of the ellipse) is called the 

Kerr rotation. Since its discovery, the Kerr effect has been widely embraced to study the quasistatic 

and dynamic properties of magnetic systems. Figure 2.4a schematically depicts the Kerr rotation 

(θk) and ellipticity (εk), which are proportional to the magnetization of the sample. If r and k denote 

the parallel and perpendicular electric vector components of the reflected light with respect to that 

of the incident light, then the following relation is satisfied: 

r

k
i kk   , where  k<<r.                  

                                                                             ………(2.28)
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2.4.1. Origin of Magneto-Optical Kerr Effect 

The origin of magneto-optical Kerr effect can be described in the context of either macroscopic 

dielectric theory or microscopic quantum theory. Macroscopically, magneto-optic effects arise 

from the antisymmetric, off-diagonal elements in the dielectric tensor. The dielectric tensor plays 

a role in determining the optical properties of a medium which are associated with the motion of 

its electrons. When a light propagates through a medium, the movement of its electrons follows 

the electrical field of the light. Thus for a linearly polarized light, the response of the electrons can 

be conceived as a combination of left and right circular motions, the radii of the circles being equal. 

Since the electric dipole moment is proportional to the radius of the circular orbit, it will be same 

for the left- and right-circularly polarized light and hence no Faraday rotation will be there. Now, 

in presence of a magnetic field, there will be an additional Lorentz force acting on the electrons. 

This force acts on the left and right circular motions of electrons in the opposite ways, pointing 

towards or away from the center of the circle. Thus, the radius for left circular motion will be 

reduced and that for right circular motion will expand, or vice versa, depending on the direction of 

magnetic field. The difference in the radii of left and right circularly polarized light will give a 

finite difference in dielectric constants which leads towards the magneto-optical Kerr effect 

(MOKE). The difference in the dielectric constants also affects the refractive indices for the two 
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Figure 2.4: (a) Geometry of the Kerr rotation (θk) and Kerr ellipticity (εk). (b) Schematics of polar, 

longitudinal and transverse MOKE geometries are shown. 
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circularly polarized lights, which is responsible for the phase difference between the orthogonal 

components of the reflected light (Eqn. 2.28). 

 The quantum mechanical description, on contrary, stresses on the spin-orbit interaction that 

couples the electron spin to its motion to give rise to the Kerr effect in a ferromagnetic. The 

movement of electrons under the influence of the electric field vector of light affects the spin-orbit 

interaction, which can be thought of as an effective magnetic field vector potential ~ Vs  , s and 

V  being the electron spin and the electric field respectively, acting on the motion of the electron. 

This effect is present in all materials, however not so prominent in non-magnets, because of the 

presence of equal amount of up and down spins canceling the effect. For ferromagnetic materials, 

the effect manifests itself because of the unbalanced population of electron spins.  

2.4.2. MOKE Geometries 

There are three types of MOKE geometry, namely, polar, longitudinal and transverse, which are 

classified depending upon the orientation of magnetization with respect to the sample surface and 

plane of incidence. Figure 2.4b shows the relative orientations of the magnetization, plane of 

incidence and polarization direction in different MOKE geometries. 

 In polar MOKE, the magnetization is perpendicular to the sample surface and parallel to 

the plane of incidence. Since the plane of polarization of both p-polarized light (polarization 

parallel to the plane of incidence) and s-polarized light (polarization perpendicular to the plane of 

incidence) is always perpendicular to the magnetization, irrespective of the angle of incidence, a 

Lorentz force always exists and hence Kerr rotation occurs. The polar configuration is generally 

used to study thin films, which exhibit perpendicular magnetic anisotropy. During the experiments, 

light is incident normal to the sample surface. 

 In the longitudinal Kerr effect, the magnetization lies in the plane of the sample and parallel 

to the plane of incidence. Unlike the polar geometry, the longitudinal Kerr effect depends upon 

the angle of incidence. In case of normal incidence, the Kerr effect is absent because either the 

Lorentz force vanishes (for p-polarized light) or points along the direction of the light (for s-

polarized light). The measurements are performed by keeping the angle of incidence in between 

5° and 60°.  
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 The transverse MOKE geometry occurs when the magnetization (M) is perpendicular to 

the plane of incidence and parallel to the reflection surface. Here also no Kerr effect is observed 

for normal incidence of light. Moreover, in case of oblique incidence, the polarization does not 

change, since there is either no Lorentz force present (for s-polarized light) or the direction of 

polarization of the induced component is same as the incident polarization (for p-polarized light). 

Instead, the transverse effect is associated with a change in the intensity of the reflected light when 

magnetization changes its orientation. The change in the intensity is dependent upon the 

component of magnetization perpendicular to the plane of incidence.  
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Chapter ͵ ͵. Experimental techniques 

3.1. Introduction 

This chapter provides an overview over the fabrication, characterization and experimental 

techniques that have been employed in the course of present thesis work. For the successful 

implementation of nano-magnetic systems in the future technology, it is very crucial to fabricate 

good quality thin films and confined structures with minimum structural and compositional 

defects. Essentially, at nanoscale, the intrinsic magnetic properties of a material strongly depend 

upon the surface quality, combined with the microstructure and chemical order. Hence, a detailed 

characterization is also necessary to examine and optimize the respective magnetic parameters.  

For the works presented in this thesis, the thin films were grown by magnetron sputtering 

and e-beam evaporation technique while the patterning is done using electron beam lithography. 

The crystal structure, surface morphology and the chemical purity of the nanostructures were 

characterized by using X-ray diffraction (XRD), scanning electron microscopy (SEM), 

transmission electron microscopy (TEM), atomic force microscopy (AFM) and energy dispersive 

x-ray spectroscopy (EDX). On the other hand, the static and quasistatic magnetic properties of the 

nanomagnets were studied using magnetic force microscopy (MFM), magneto-optical Kerr effect 

magnetometry (MOKE) and vibrating sample magnetometry (VSM). We have further employed 

the Brillouin Light Scattering (BLS) and time-resolved magneto optical Kerr effect microscope 

(TR-MOKE) to investigate the magnetization dynamics. The BLS set up can additionally be 

equipped so as to observe the spin dynamics with space, time and phase resolution. Both these 

techniques rely on magneto-optical interactions, which are different from electrical 

characterization methods (like Ferromagnetic Resonance or FMR) which does not allow for a 

space resolution on the microscale. In the following, we briefly discuss the principles and 

advantages of the aforementioned techniques. 
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3.2. Fabrication Techniques 

3.2.1. Sputtering  

The sputtering is a Plasma Vapor Deposition (PVD) technique which is used to deposit good 

quality thin films and multilayers [1]. It is a multiple collision process where the positive ions of 

a gaseous plasma are accelerated and used to dislodge and eject atoms from source (target) 

material. These eroded atoms (or cluster of atoms) then condense over the substrate to form a thin 

film of desired parameters. The sputtering process is schematically shown in Fig. 3.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

At the beginning, an inert gas (generally Ar) is introduced into a pre-pumped vacuum 

chamber. In the next step, a gaseous plasma is created and sustained inside the chamber using a 

high energy source (ranging from a few hundred to a few thousand electron volts). Here the 

cathode or target is composed of the material or alloy to be deposited and the substrate serves as 

the anode. Depending on whether the target material is conductive or non-conductive, a direct 

current (DC) or radio frequency (RF) power supply can be used. The plasma is described as the 
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Figure 3.1: Schematic of the sputtering technique. 
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fourth state of matter where neutral gas atoms, ions, electrons and photons exist in a nearly 

balanced state simultaneously. As soon as the power supply is on, the free electrons present in the 

plasma immediately accelerates away from the negatively charged cathode. The accelerated 

electrons then collide with the neutral gas atoms in their path, driving them off their electrons, 

therefore leaving the positively charged ions (i.e. Ar +). At this point the positively charged ions 

are accelerated into the target to strike its surface and eject neutral atoms and electrons (which 

further feed the formation of ions and the continuation of the plasma) out of it. These ejected atoms 

then travel in a typical line-of-sight cosine path and gets subsequently deposited on the substrate 

which is kept in proximity with the target.  

This conventional sputtering technique suffers from two major problems of slow deposition 

rate and overheating of the target (due to extensive electron bombardment). One way to address 

these issues is to use magnetron sputtering. In this case magnets are used behind the cathode to 

trap the free electrons in a cyclic path just above the cathode. This way not only the probability of 

ionizing neutral gas molecules increases (this in turn enhances the deposition rate) but also the 

velocity of electrons near the target decreases. As a result, it is possible to deposit layered structures 

in lesser time and with lower substrate temperature.  

 

3.2.2. Electron Beam Lithography (EBL) and Electron Beam Deposition 

Lithography technique is popular for fabricating fine structures onto a substrate. Typically, 

different kinds of radiation, such as optical, electron beam, X-ray and ion beam are exposed to a 

medium known as resist to draw the pattern of ordered arrays of nanostructures. Later on, the 

desired material is deposited which follows the footprint of the patterned resist to render the final 

structure. 
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Figure 3.2: Schematic diagram of electron beam lithography process. 
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The electron beam lithography technique (EBL) is widely used for the fabrication of two 

dimensional arrays with submicron features. The fact that high energy electron beam possesses 

much shorter wavelength than that of light is responsible for the resolution as high as tens of 

nanometers. This technique is composed of the following fundamental steps (See Fig. 3.2): i) 

Firstly, a pre-cleaned substrate is spin-coated with bilayer polymethyl methacrylate (PMMA 495K 

and 950K) positive tone e-beam resist. The coating of two layers actually helps in achieving an 

undercut edge profile of the resist after development of the pattern onto it. ii) Then this resist is 

exposed to focused electron beams inside a scanning electron microscope connected with a 

computer. In this step the desired structure is drawn using commercially available design software 

(Auto CAD). Subsequently, this design is printed onto the resist layers by accelerated electron 

beam controlled by the computer. iii) After writing, the resist is developed in methyl isobutyl 

ketone (MIBK) and isopropyl alcohol (IPA), MIBK:IPA :: 1:3, solution, followed by rinsing in 

water. iv) Next the desired material is deposited on top of the developed resist. v) Finally, the lift 

off is done in acetone using ultrasonic agitation to remove the unexposed resist along with the film 

deposited on it.  
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In this thesis, the material used for the studied patterned structures is Permalloy (NiFe), which was 

deposited using electron beam (e-beam) evaporation process. The e-beam evaporation technique 

is a kind of physical vapor deposition technique and is schematically shown in Fig 3.3. Here the 

material to be deposited is kept in a water cooled graphite crucible which is placed inside an 

evacuated chamber. A beam of electron generated by a hot tungsten filament by thermoionic 

emission is guided and focused onto the material with the help of deflecting and focusing magnets. 

The focused beam heats the sample to its boiling point. The vapor of the material moves towards 

the substrate which is loaded on a sample holder and gets condensed all over its surface. The 

sample holder is mounted on a rotation motor, which rotates during the deposition, in order to 

obtain a uniform deposition. 

 

3.3. Characterization Techniques 

3.3.1. Scanning Electron Microscopy (SEM) 

A scanning electron microscope (SEM) [2] is used to characterize the surface topography and 

morphology of samples by scanning it with a focused beam of electrons. The electrons in the beam 

interact with the sample, producing various signals which provide the information about the 

surface texture and composition. The advantage of this tool over the conventional optical 

microscopy lies in its high resolution (~1 nm), owing to the much shorter de Broglie wavelength 

of electrons.  
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Figure 3.4: Schematic diagram of Scanning Electron Microscope. 
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In a typical SEM, a stream of accelerated electrons is generated from a cathode either by 

using thermionic emission or an electric field (See Fig. 3.4). The beam is then focused by one or 

two electromagnetic condenser lenses. Subsequently, the beam passes through pair of scanning 

coils or deflector plates, which can deflect the beam inside a two dimensional rectangular region 

of the sample surface so as to scan it in a raster fashion. As the electrons hit the sample surface, 

they lose energy due to scattering and absorption within the interaction volume. This leads to the 

generation of variety of signals, which can be detected by specialized detectors. These signals 

include secondary electrons (that produce SEM images), backscattered electrons (due to elastic 

scattering), auger electrons, transmitted electrons, photons (characteristic X-rays that are used for 

elemental analysis and continuum X-rays), visible light (cathodoluminescence–CL), and heat. 

Finally, a two-dimensional image is generated for the selected area of the sample surface, which 

displays the spatial variations of the intensity of secondary electrons w.r.t. that of the incident 

electrons. Due to the very narrow electron beam, SEM micrographs have a large depth of field, 

rendering the capability of producing three-dimensional images useful for understanding the 

surface structure of a sample. However, to prevent any scanning faults and other image artifacts 

the specimens should be electrically conductive at the surface and electrically grounded, because 

a nonconductive surface accumulates electric charge when scanned by the electron beam.  

 

3.3.2. Transmission Electron Microscopy (TEM) 

The transmission electron microscope (TEM) operates on the same basic principles as SEM, 

however, rather than scattered electrons, it works on the electrons transmitted through ultra-thin 

specimens, which can be analyzed to observe features such as the crystal structures and their 

defects, grain boundaries, layer growth and compositions. Therefore, preparation of TEM 

specimen is a crucial job to make the sample cross section equivalent to the mean free path of the 

electron beam. Here the beam of electrons, focused by the condenser lens strikes the specimen 

where parts of it are transmitted depending upon the thickness and electron transparency of the 

specimen. This transmitted part has an imprint of the sample, which can be detected and imaged 

using fluorescence or CCD camera. While the electron beam passes through the sample, they are 

scattered by the electrostatic potential of the constituent elements in the specimen. This is 

manifested as diffraction pattern on the TEM micrograph, which can be a measure of the 

periodicity of the atomic arrangement of the sample. Finally, a two or three dimensional image of 

http://serc.carleton.edu/research_education/geochemsheets/bse.html
http://serc.carleton.edu/research_education/geochemsheets/xrays.html
http://serc.carleton.edu/research_education/geochemsheets/semcl.html
https://en.wikipedia.org/wiki/Depth_of_field
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the specimen profile is formed, where the image contrast can be varied by varying the mode of 

operation, such as bright field mode, dark field mode, phase contrast mode etc. Lastly, although 

this technique facilitates the inspection of the finer details of the sample even down to atomic level, 

the facts like extensive sample preparation, relatively small field of view, potential of damaging 

the sample (especially biological samples) limit its wide range application. 

 

3.3.3. Energy-Dispersive X-ray Spectroscopy (EDX) 

This technique is a powerful tool for the elemental analysis and chemical characterization of a 

sample. Generally, it is used in conjunction with electron microscopes or x-ray spectrometers. The 

schematic of an EDX spectrometer is illustrated in Fig. 3.5.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The principle of operation relies on the phenomenon that each element possesses a unique 

atomic structure as well as emission spectrum, which can be utilized to recognize the elements 

present in the specimen. Basically, at ground state, an atom contains a number of electrons moving 

around the nucleus while arranged in discrete characteristic shells. As a high energy beam of 

charged particles (like electrons, protons or x-ray) hits the sample, it excites and ejects out 

electrons from an inner shell and creates electron-hole. The electrons from outer, high energy shells 

then jump to the inner shell to fill the hole where the difference in the two energy shells is emitted 
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in the form of an X-ray. A Si (or Li) detector is used as an energy dispersive spectrometer to 

measure the energy and number of the emitted X-rays. The elements are identified from the peak 

energy values of the X-rays and the relative heights of the peaks give the atomic percentage of the 

elements in the sample. 

 

3.3.4. X-ray Diffraction (XRD) Analysis 

The XRD technique [3] investigates the crystalline material structure, including atomic 

arrangement, crystallite size and imperfections. Here a beam of X-rays (wavelength ~1.5418 Ǻ) is 

incident on the sample and is diffracted by the crystalline atoms. By measuring the angles and 

intensities of these diffracted beams, one can determine the atomic arrangement, its disorder and 

various other information.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.6 presents a schematic of the XRD technique. A crystal can be considered as a 

regular array of atoms, which can elastically scatter electromagnetic waves like x-rays. The 

scattered beams form secondary waves which can interfere constructively at certain directions 

according to the Bragg’s condition: 

 nd sin2                                                                                                               ……..(3.1) 

Here d is the spacing between the atomic planes, θ is the incident angle, n is any integer and Ȝ is 

the wavelength of the X-ray beam. Therefore, for a certain lattice structure (that corresponds to d), 

the diffraction spots appear only at certain angles of incidence. In the measurement, the incident 
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Figure 3.6: Schematic diagram of X-ray diffraction (left panel) and X-ray diffractometer (right panel). 
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angle of X-ray is varied between a range of angles in small steps and the corresponding reflected 

intensities are measured as a function of the angle of the reflected beam with respect to the 

direction of the incident beam (2θ). Subsequently, the diffraction peaks are converted to d-spacings 

to identify the elements present in the sample. Typically, this is accomplished by tallying the data 

with standard reference patterns (i.e. ICSD or Inorganic Crystal Structure Database). 

 

3.3.5. Vibrating Sample Magnetometer (VSM) 

The VSM technique [4] is employed to measure the magnetic properties of a sample including the 

magnetic moment, its behavior as a function of applied magnetic field (H) and temperature (T). It 

operates on the Faraday’s law of induction, which states that a changing magnetic flux through a 

coil gives rise to an electric field induced in the coil. Mathematically, 

dt

dB
AnE win    

                                                                                                        ……….(3.2) 

where inE  is the induced electric field, A is the area of the coil with number of turns wn . Using 

 MHB  0 , we get for constant magnetic field 

dt

dM
AnE win                 

                                                                                            ……….(3.3) 

Since the magnetization M depends on the total magnetic moment (m) and several other factors, 

Eqn. 3.3 finally reduces to 

 wtGnnmwzyE cwin cos0                                                                             ……….(3.4) 

where w and z are frequency and amplitude of vibration respectively, y0 is the distance to pick up 

coils, nc is the number of pick up coils and G is geometric factor of the sample. 

This electric field can be used to examine the magnetic moment of a sample. The schematic 

diagram of the set up is shown in Fig. 3.7. For the measurement, the sample under study is first 

placed in a constant magnetic field. The magnetic dipole moment of the sample then creates a stray 

magnetic field around the sample. The sample is actually attached to a piezoelectric transducer 

assembly, which converts sinusoidal electric signal (generated by an oscillator/amplifier) into a 

sinusoidal vertical vibration of the sample rod which results in a sinusoidal oscillation of the 

sample. The resulting oscillation in the sample’s magnetic moment induces a voltage in the pick-

up coil (located close to the sample) which is independent of the applied field. This way the VSM 
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technique converts the dipole field of the sample into an ac electrical signal, which can be 

amplified and measured using a lock in amplifier where the output of the piezoelectric signal serves 

as the reference signal. Any change in the applied magnetic field or temperature brings about 

changes in the magnetic dipole moment of the sample, which can be traced to inspect the M-H or 

M-T curves of a ferromagnetic material. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.3.6. Atomic Force Microscopy (AFM) and Magnetic Force Microscopy 

(MFM) 

The atomic force microscope [5] (AFM) is one kind of scanning probe microscope (schematically 

shown in Fig. 3.8), which are designed to measure local properties, such as morphology, 

roughness, magnetism etc. The information is acquired by measuring the force between a probe 

and the sample. Piezoelectric devices enabling small and accurate movements of the sample at 

nanoscale facilitates very precise scanning, with resolution more than 1000 times of the optical 

diffraction limit. Normally, the AFM probe consists of a cantilever with a sharp tip at its end. As 
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the tip is brought into proximity of the sample surface, it experiences vertical and lateral deflections 

due to forces such as van der Waals forces, capillary forces, chemical bonding, electrostatic forces 

and magnetic forces. The deflection is mapped by using a laser spot reflected from the top surface 

of the cantilever. The reflected laser beam strikes a position-sensitive photo-detector consisting of 

four-segments. The differences between the signals of different segments of photo detector give 

the estimate of the angular deflections of the cantilever. A two dimensional image of the local 

properties can then be acquired by performing a raster-scan over a small area of the sample.  

 

 

 

 

 

 

 

 

 

 

 

Depending on the sample surface and the acting force between the probe and the sample, AFM 

can be operated in one of the three modes, namely 

i) Contact mode: The contact mode is also known as static mode AFM, where the tip 

scans the sample in close contact with its surface, and a constant repulsive force 

between the tip and the surface is maintained throughout. A feedback amplifier is used 

to apply feedback voltage to the piezo to sustain this condition during scanning, which 

determines the height of features on the sample surface. Since such measurement of 

static signal can cause damage to the sample, low stiffness cantilevers are used to 

achieve a large enough deflection signal while keeping the interaction force low. 

 

ii) Non-Contact Mode: The non-contact AFM mode is used in situations where tip contact 

might cause any sample degradation. In this mode the tip hovers few tens of Angstroms 

above the sample and attractive forces like Van der Waals force is probed to construct 
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the topographical image of the sample. Because such forces are substantially weaker 

than the forces in contact mode, the tip is given a small oscillation and the small forces 

between the tip and the sample is measured by measuring the change in amplitude, 

phase, or frequency of the oscillating cantilever in response to force gradients from the 

sample. 

 

iii) Tapping Mode: The tapping mode is the most commonly used AFM mode in ambient 

conditions. It is implemented by oscillating the cantilever at or near its resonant 

frequency using a piezoelectric crystal. The tip is then brought close to the sample until 

it begins to lightly touch, or tap the surface. The intermittent contact of the tip with the 

surface affects the cantilever oscillation causing an energy loss. The resulting change 

in oscillation amplitude is used to identify and measure surface features. 

 

As mentioned earlier in this paragraph, AFM imaging technique is capable of measuring a number 

of forces other than the atomic forces. Amongst them, one popular variant is magnetic force 

microscopy (MFM), where the tip-sample magnetic interactions are perceived to construct the 

magnetic structure of the sample surface. Here the cantilever tip is coated with a thin magnetic 

layer of high coercivity (like Co) so that magnetization state of the tip does not change during 

imaging. As this tip is brought close to the sample, it senses the magnetic forces as well as the 

atomic and electrostatic forces. However, to increase the magnetic contrast of the image, the AFM 

image is first taken. The tip is then lifted further away and scanned again over the sample at that 

particular height to extract the magnetic signal. Depending on the strength of the stray field from 

the sample, MFM can operate in static and dynamic mode. 

 

3.3.7. Static Magneto-Optical Kerr Effect (Static-MOKE) Magnetometer: 

The static-MOKE technique employs the magneto-optical Kerr Effect and is used for the 

measurement of magnetic hysteresis loops in continuous and patterned thin films. The basic 

difference of this technique from VSM is that static-MOKE is a surface sensitive technique and it 

allows to perform localized measurement of magnetization characteristics in case of non-uniform 

distribution. The schematic of this set up in our laboratory is shown in Fig. 3.9. 
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The laser beam from a He-Ne laser (wavelength= 632 nm, power 30 mW) passes through 

an attenuator and a Glan-Thompson polarizer consecutively. This polarized beam is then chopped 

at 2 kHz frequency by a mechanical chopper controlled by a controller unit. The signal of the 

chopper is later used as a reference signal in the lock in amplifier. The chopped beam is then guided 

to a lens (L1) which focuses the beam onto the sample. The sample is mounted in between the pole 

pieces of a magnet and the measurement is taken in longitudinal geometry, i.e. the plane of 

incidence is parallel to the magnetic field direction. The magnetic moment of the sample causes 

the polarization of the reflected beam to rotate from its initial direction due to Kerr rotation. The 

reflected beam is then collected by another lens L2 by which the beam is fed to the detector, known 

as optical bridge detector (OBD). The OBD consists of a polarizing beam splitter (PBS), which 

splits the beam in two perpendicularly polarized components A and B, two Si-photodiode 

detectors, to convert the incident light to voltage, and electronic circuitry to obtain the electrical 

signal via lock in amplifier. In absence of any magnetic field, the OBD is brought to its balanced 

condition (i.e. A=B) by rotating the axis of the polarized beam splitter. As the magnetic field is 

applied, the detector is no longer balanced (as the polarization of the beam is now changed) and 

the difference signal A-B, which is proportional to the magnetization of the sample, is measured 

as a function of the bias magnetic field to obtain the hysteresis loop. The OBD signal can further 

be converted to Kerr rotation. To achieve this, the polarizing beam splitter is rotated 1° away from 
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its balanced condition and the equivalent voltage is recorded, which can be subsequently used as 

the calibration factor. The hysteresis loop obtained from static-MOKE technique helps to get 

information like switching field, coercivity, remanence, domain property and anisotropy, which 

are useful for the sample characterization.  

 

3.4. Measurement Techniques 

3.4.1. Brillouin Light Scattering 

 

The light scattering technique has been used for many decades to measure the coherent dynamic 

properties in gases, liquids, and solids. In this technique, the properties of the scattered light from 

the sample is characterized and compared to that of the incident light which gives information 

about the mechanisms that play a role in the scattering process. In the so-called Raman Scattering 

[6], light interacts with rotational or vibrational degree of freedom of the system. The Brillouin 

Light Scattering (BLS), named after its inventor, deals with the inelastic scattering of photons from 

a rather lower frequency (in the order of GHz) excitations, viz, phonons, magnons, plasmons. For 

instance, using this non-contact and thus non-invasive tool it has been possible to measure the 

elastic properties in water [7-8], solids [9], as well as organic materials (like eyes lens [10]). 

Nevertheless, in this thesis our focus will be on the use of BLS to measure spin wave excitations 

in ferromagnetic structures, such as thin films, multilayers and magnetic nanoelements. 

 The theoretical prediction of light scattering from acoustic waves was given independently 

by Léon Brillouin in 1922 [11] and Mandelstam in 1926 [12]. Subsequently after few years in 

1930, Gross experimentally confirmed the observation of scattering of light in liquids [13]. Later 

on, the invention of laser in the 1960s revolutionized this area of research, however, the 

investigation of acoustic waves and spin waves in optically opaque material became possible only 

after Sandercock in 1971 developed a highly sophisticated spectrometer [14]. The key to this 

development was noticing the fact of dramatic enhancement of sensitivity of a Fabry-Perot 

interferometer if the scattered light passes multiple times through it [15]. Both surface and bulk 

spin waves were detected in polycrystalline films of Fe and Ni by Sandercock and Wettling using 

tandem operation of two interferometers [16-17]. In succeeding years, BLS has developed to be a 

very powerful and versatile tool in magnetic research because of its degree of flexibility in samples, 

frequency-, phase-, time-resolution, and localized spatial resolution. The other advantages include 
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(i) the ability to measure the thermal excitations (without any external stimulation), that even upto 

a frequency range as high as 500 GHz, with a resolution of 50 MHz. (ii) the potential to investigate 

dispersion of SWs with different absolute values and orientations of their wave vectors. (iii) 

Further, one can extract rich information about the magnetic properties of magnetic layers, such 

as saturation magnetization, magnetic anisotropy and coupling parameter between different 

magnetic layers. 

 

3.4.1.1. Principles 

 

BLS is a spectroscopic technique where a beam of highly monochromatic laser light is incident on 

the surface of the sample under study. The scattering geometry depicting the incident and scattered 

beam, the incidence angle and the direction of wave vectors is shown in Fig. 3.10. Although most 

of the light is specularly reflected or absorbed, a small fraction of the light is scattered from the 

thermally excited SWs, which can be divided into two main categories: the elastic and inelastic 

scattering. In the elastic scattering (like Rayleigh scattering) of photons the photon's energy or 

frequency is unchanged. However in case of inelastic scattering, a shift in the angular frequency 

takes place, which forms the basis of the spin wave detection in this technique. The scattered light 

is collected (using the same lens as that used for incident beam) within a solid angle in the direction 

180° from the incident light, which is known as the 180°-backscattering geometry. The 

backscattered geometry has the advantage that it maximizes the magnitude of the SW wave vector 

taking part in the scattering process. The light is then frequency analyzed using a multi-pass Fabry-

Perot (FP) interferometer to extract the information about the surface and bulk magnons. 
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From a quantum mechanical viewpoint, the mechanism of inelastic scattering can be stated 

as a photon-magnon collision, i.e., in terms of the creation (Stokes process) and annihilation (anti-

Stokes process) of a magnon of wave vector q and angular frequency Ȧ. The process is shown in 

Fig. 3.11. Considering the conservation of energy (frequency) and momentum (wave vector) 

between the magnon and the incident (i) and scattered (s) photons, it follows 

ħȦs =ħ Ȧi ±ħ Ȧ                                                                                                        ……….(3.5) 
 

ħks =ħki ± ħq                                                                                                                                                                                                                                   ……….(3.6) 
 

where ‘+’(‘-’) sign stands for the anti-Stokes (Stokes) shift and Ȧi, ki , Ȧs , ks are the respective 

angular frequencies and wave vectors of the incident and scattered light. Note that, for light 

scattering from thin films the perpendicular component of the wave is not conserved because of 

translational symmetry breaking. Hence, the above equations are only valid for q which is the wave 

vector component parallel to the film plane. 

 

 

Figure 3.10: The scattering geometry showing the incident, reflected and scattered beams, the direction 

of magnon wave vectors for Stokes and anti Stokes process in BLS. The measurement geometry shown 

is DE geometry. 
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From the conservation of momemtum described above, it is possible to determine the wave 

vector of SW taking part in the scattering process. Basically, the amount of energy of incident light 

exchanged with the system during the scattering (i.e., the energy of the magnon itself) is very small 

with respect to the incident photon energy. The energy of a visible photon is few eV whereas the 

energy of magnon observed in BLS is about ~ 10-4 eV. Consequently, the magnitude of the wave 

vector of the scattered photon (ks) should be very close to that of the wave vector ki of the incident 

photon. Figure 3.12a schematically illustrates the scattering profile of a photon by a bulk magnon, 

which means that the SW taking part in the scattering has a component perpendicular to the 

surface. Here the scattered photon wave vector ks must lie on the dashed circle line, whose radius 

is equal to the magnitude of incident photon wave vector (ki). Here the cone represents the 

collection angle of the scattered beam in the BLS experiment, whose central axis aligns with the 

incident photon wave vector. Therefore, by assuming that ki and ks are collinear (ks = - ki), i.e., the 

backscattered geometry, the wave vector magnitude of the emitted or absorbed bulk magnon |q| is 

always equal 2| ki |.  
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Figure 3.11: Shematic of the (a) Stokes and (b) anti Stokes Scattering processes occurring in BLS. 
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 On the other hand, the scattering of a photon by a surface magnon is illustrated in Fig. 

3.12b. Here, since the direction of q lies in the horizontal plane, the momentum will be conserved 

only in the plane along the sample surface. In other words, the conserved component of the incident 

beam is equal to |ki|sinθ, where θ is the angle between ki and sample surface normal (See Fig. 3.10). 

Therefore, the wave vector of the magnon probed by the experiment is given by 

 sin2sinsin isi kkkq                                                                       ……….(3.7) 

The above discussion suggests that, by varying the incident angle, no new information can be 

obtained about the bulk magnons, whereas the surface magnon reveals the important frequency-

wave vector dispersion relation. Eq. 3.7 is known as the Bragg’s condition and provides an 

approximation for most of the light scattering experiments. According to Eqn. 3.7 one can vary 

the magnitude of q by varying either wavelength Ȝ or θ. 

 

3.4.1.2 Uncertainty in the Selected Spin Wave Wave-Vector  

Due to the finite aperture angle of the objective lens used for focusing and collecting light from 

the sample, an uncertainty is always induced in the selected SW wave vector. For finite angle of 

incidence θ, the corresponding spread in q is given by, 

NAkq i 

 cos

2
2

2
sincos2 






  

 

                                                                     ……….(3.8) 

 
Magnetic Medium

Yki

ksq

ki

ks

q

X

(a) (b)

Figure 3.12: Scattering of laser beam by (a) bulk magnon and (b) surface magnon. The direction of q 

corresponds to the anti Stokes process.  
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where ϕ is the collecting angle of the lens and NA= sin (ϕ/2) is its numerical aperture (See Fig. 

3.10). Clearly, this uncertainty is maximum for normal incidence (θ= 0). Noticeably, a possible 

uncertainty can also be present in θ due to the focusing of incident beam. However, to reduce this 

in the practical experiment, a very narrow beam (width~ 500 µm) is used, which in turn increases 

the focused spot size. 

 

3.4.1.3. Polarization of Scattered Beam 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

The scattering of light from the SWs can be viewed as a magneto-optic mechanism. Basically, in 

presence of precessing magnetization or SW the oscillating electric dipoles experience a Lorentz 

force which effectively causes a spatially periodic fluctuation in the polarizability of the medium. 

This leads to a scattered electromagnetic wave whose electric field vector is perpendicular to that 

of incident wave. This process is illustrated in Fig. 3.13 for an incident light which is p-polarized 

(polarization parallel to the plane of incidence). The geometry shown is the DE geometry where 

the propagation of SW is perpendicular to the magnetization direction. As the laser beam hits the 

sample, it provokes the electric dipoles to oscillate due to its oscillatory electric field, given by 

E=Exex + Eyey. Now, say, magnetization M also contains a dynamic component, then M can be 

written as M= M0+ m, where m= mxex+ myey. The fluctuating component of M exerts a Lorentz 

force (proportional to E×m) on the electric dipoles, which in this case results in the polarization 

 

Y

X

Z

Spin Wave

Plane of Incidence

Precessing

Magnetization

Figure 3.13: Schematic of the interaction between p-polarized incident beam and the precessing 

magnetization. 
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pointing in the z. As a result, the radiated light wave has its electric field along the z direction, i.e., 

s-polarized. A similar argument for s-polarized incident light follows that the scattered light is p-

polarized. Therefore we conclude that the polarization of light scattered by a magnon is 

perpendicular to the polarization of the incident light. This is different from the case when light is 

scattered by acoustic phonons, there the polarizations of incident and scattered beam lie in same 

direction. This helps to isolate the light scattered from magnons from that scattered from phonons 

by selecting proper orientation of the analyzing polarizer in the experiment. 

 

3.4.1.4. Experimental Setup 

As illustrated in the previous section, the inelastically scattered beam carries information about the 

frequency and wave vector of the involved SW mode. Further, the intensity of the scattered light 

is proportional to the intensity of studied SW. In this section, we will explain how these quantities 

are accessed and analyzed experimentally. In general, the BLS technique offers two different 

measurement geometries: (i) Forward Scattering geometry, where the scattered beam is collected 

after transmission of the probing beam through a transparent sample, and (ii) Backscattered 

geometry, where the beams that are backscattered from the surface of opaque sample are 

investigated. The latter can be further extended to BLS microscopy (Micro-BLS), where the profile 

of SW can be mapped in a space-, time-and phase-resolved manner. In the following we will 

discuss the details of conventional backscattered geometry, followed by the distinguished features 

of the Micro-BLS technique. 

Figure 3.14 presents the schematics of the optical beam path used for conventional Brillouin 

light scattering experimental arrangement. The main components constituting the BLS apparatus 

include: 

 
i) A continuous single mode solid state laser (A). 

ii) A beam splitter (BS) 

iii) A half wave plate (HWP) 

iv) Polarizing beam splitter (PBS) 

v) Mirrors (M and M’). 

vi) Achromatic Doublet (L’1) 

vii) Polarizer (P) 
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viii) Focusing lens (L’2) 

ix) The pinhole, the light diffuser and the shutter (C) 

x) The Tandem Fabry-Pérot Interferometer (TFPI) equipped with a single photon detector 

(D)  

xi) A computer equipped with a multi-channel analyzer software GHOST (not shown)  

xii) Magnet (F) 

 
For the measurement of thermally excited magnons, a laser light emitted by a diode-pumped, 

frequency-doubled, single mode solid-state laser of wavelength Ȝ = 532 nm is used (the power of 

the emitted light is 300 mW). Right in front of the laser, the light is split into two beams using a 

10:90 beam splitter (BS). The smaller part of the deflected beam is directed straight to the TFPI 

using mirrors M’1 and M’2, where it serves as a reference beam. The purpose of this reference 

beam is manifold: 

i) Firstly, this beam is used to stabilize the mirror spacing of the Fabry-Perot etalons. 

ii) This beam forms the central elastic peak in a BLS spectrum, where it is used to 

determine the frequency shift of the scattered beam w.r.t. the incident beam.   

iii) Also, reference beam is employed to estimate the transmission order of the Fabry- Perot 

etalon which in turn helps to deduce the frequencies present in the scattered light.  
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Figure 3.14: The set up and optical pathway for conventional BLS set up. The notation for the 

components is given in the text. 
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The other part of the beam is first sent through a HWP and a PBS, in order to eliminate the 

small in-plane polarized component from the partially polarized beam of the laser. The beam 

perpendicularly polarized to the optical table is then guided by the mirrors M’3, M’4, M’5, M’6 

and M’ towards the sample which is lying between the electromagnets. The mirror M’ is taken as 

a tiny prism mirror so as to minimize the blocking of the backscattered beam by itself. Finally, the 

beam is focused onto the sample using an achromatic doublet lens. The sample is mounted on a 

rotation stage. The change in the rotation angle changes the angle of incidence, thereby addressing 

different transferred SW wave vector according to Eqn. 3.7. A magnetic field is applied 

perpendicular to the transferred wave vector direction, i.e. in the Damon-Eshbach (DE) geometry. 

The measurements are performed for various magnetic field values at different wave vectors of 

transferred SW.  Subsequently, the scattered beam is collected by the same lens and continues its 

way towards the entrance pinhole of a JRS Scientific Instrument (3+3)-pass tandem FPI for 

frequency analysis, using the focusing lens L’2. In order select the light scattered from SWs, a 

crossed polarizer P is inserted in the path of the scattered light. This allows for the suppression of 

the elastically scattered beam as well as the beam containing the signal from phonons. Inside the 

TFPI, the beam hits mirror M1 and then reaches FP1 via lens L1 and mirror M2. After passing 

through FP1, the beam undergoes its first pass (beam 1) until it is reflected from M3 (beam 2) and 

passes through FP2. Then the beam is reflected from PR1 and traces back its path via FP2 (beam 

3) and FP1 (beam 4) and reaches M4. The beam is once again reflected at M4, and thus it gets 

redirected, passes through FP1 and FP2 for the third time (beam 5 and beam 6 respectively) to 

finally arrive at the single-photon counter (D). The resulting light has very low intensity which is 

detected by the photon detector and the signals are sent to a computer for storage and analysis. 

 
3.4.1.5. Instrumentation 

Laser 

For a precise and accurate measurement of SW frequencies, a laser light of single frequency mode 

with narrow bandwidth is essential. To meet this requirement, a 300 mW Excelsior solid state cw 

laser is used in the experiment. The laser system comprises of the laser head, together with a 

separate controller unit, which routes the electrical power and monitors the signal between the 

laser head and the master system. Here a diode laser is used to pump the Nd3+ ions doped in the 

crystal of yttrium vanadate (Nd: YVO4), which emits photons at 1064 nm. This infrared output is 
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further converted to visible light by sending it through a non-linear crystal of lithium triborate 

(LBO) for frequency doubling (wavelength 532 nm). The emitted laser beam has a diameter of 

about 670 µm with a beam divergence of about 1.03 mrad. Overall, the laser system is extremely 

reliable and steady in terms of output power and beam pointing and requires no external 

adjustments in normal operation. 

 
The Pinhole and Light Modulator 

The light modulator, as shown in Fig. 3.15, is a double shutter system situated right behind the 

entrance pinhole of the TFP. Together with the TFPI in operation, the shutters SH1 and SH2 are 

alternately opened, thereby controlling the light intensity that ultimately reaches the photon 

detector. Since the detector is a single photon counter, a strong elastic light can damage the 

detector. Therefore to protect it, this device operates in synchronization with the scanning stage, 

which is illustrated in Fig. 3.16. Figure 3.16a presents the spectrum of the scattered signal captured 

by P1, while Fig. 3.16b depicts that of the reference beam entering through P2. During the scanning 

of the elastic peak (region I, IV and V), P1 is blocked and P2 is opened, allowing the reference 

beam to enter through it. This small intensity reference beam is further used to maintain the 

stabilization of the angular orientation of the FPIs. On contrary, while scanning for the Brillouin 

shifts (in regions II and III); pinhole 2 is closed while pinhole 1 is opened.  
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Figure 3.15: A Schematic view of the pinhole and light modulator system. 
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Tandem Fabry-Pérot Interferometer (TFPI) 

 

One of the key issues of BLS spectroscopy is the frequency analysis of SWs, which requires very 

high spectral resolution. Basically, the observed frequency for magnons is, at most, 300 GHz, 

which is about 10 cm-1. This is nearly 10-5 times smaller than that of a typical excitation frequency 

of laser light. Moreover, the cross section of the inelastic scattering of photons is very small as 

compared to the elastic scattering. Therefore a high contrast is required for an efficient detection 

of the fractional amount of incident laser power with high signal to noise ratio. These conditions 

are fulfilled by the implementation of a triple pass Tandem Fabry-Pérot Interferometer (TPFI) in 

the BLS setup. The TFPI consists of two single Fabry-Pérot Interferometers (FPI) connected in 

series and the light passes each FPI three times, as can be seen in Fig. 3.17. In the following, first 

we address briefly the transmission characteristics of a single FPI and then the realization and the 

operations of the Tandem mode are discussed.  

 

 

 

 

(a)

(b)

III IIIIV V

Figure 3.16: The part of the BLS spectrum that corresponds to when SH1 is open (a) and SH2 is open 

(b). A superposition of the spectra in (a) and (b) is what is obtained when SH1 and SH2 operates in 

synchronization. 
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The Fabry-Pérot interferometer 

 

A typical FPI [18], or etalon is constituted of two planar, partially reflecting mirrors mounted 

accurately parallel to each other at a distance (L). The light entering the FPI, undergoes multiple 

back and forth reflections and transmissions. The transmitted beams interfere with each other and 

results in the condition for constructive interference under normal incidence given by:   

2
0n

L    

                                                                                                                   ……….(3.9) 
 

where n=1, 2, 3…. is an integer (transmission order) and Ȝ is the wavelength of the light. Therefore, 

the consecutive orders of interference are separated by a frequency gap Δf as 

1.
150

2
 mmGHz

LL

c
f                                                                                          

                                                                                    ……….(3.10) 

Here c denotes the velocity of light. This inter order spacing is known as the free spectral range 

(FSR) of the interferometer (See Fig. 3.18). The Finesse of the interferometer is related to FSR as 

FWHM

FSR

f

f
F




  
 
                                                                                                          .…….(3.11) 
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Figure 3.17: Schematic of the optical arrangement of TFPI. 
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Where ΔfFWHM is the full with at half maximum of the transmission curve. The finesse F affects the 

transmitted intensity (It) off the FPI via:

   








0

2
2

2

0

2sin41 



LF

I
I t

 

 

                                                                      ……….(3.12)

 
 

where I0 is the intensity of the incident light. The above equation is known as Airy function which 

describes the periodicity of transmitted intensity with mirror spacing and frequency. The finesse 

can be regarded as a measure for the quality of the instrument, which is connected to the reflectivity 

R of the FP etalons, by the relation 

 R

R
F




1


 

 
                                                                                                            ...…….(3.13) 

Therefore a higher reflectivity enhances the finesse and as obtained from Eqn. 3.11, increases the 

frequency resolution, as fFWHM decreases. On the other hand, for fixed R, an increase in L reduces 

the FSR, which improves the frequency resolution as the Finesse maintains constant.  

The contrast of a FPI is defined as 
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Figure 3.18: Periodic transmission spectrum depicting the FSR. 
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                                                                                                    .……….(3.14) 

The contrast for an n-pass interferometer is the n th power of that of a single-pass one. For example, 

a five-pass interferometer can achieve a contrast of at least five or six orders of magnitude greater 

than that of a single-pass interferometer. 

 
Tandem Operation 

 

One issue inherent to FPI is the periodicity of transmitted intensity as a function of the mirror 

spacing. The fact that the transmission characteristic repeats every FSR creates certain problems 

in the identification of the frequencies present in the scattered light. For example, say, for a fixed 

mirror spacing L, there are two wavelengths present in the measured light beam, such that, 

2L=m1Ȝ1                                                                                                                  ……….(3.15) 

2L=m2Ȝ2                                                                                                                  ……….(3.16) 

 

Therefore, the transmission condition is satisfied for both the wavelengths at different orders. Since 

the order of transmission spectrum is determined from the reference beam, the order of second 

wavelength (which does not match with that of the reference beam) and consequently, the 

wavelength itself, remains un-accessed. Moreover, it is difficult to unambiguously identify 

whether a peak signal belongs to the Stokes side of a specific transmission order or it is the anti-

Stokes signal of the previous order. To address these shortcomings, the interferometer is used in a 

Tandem configuration, wherein the light passes consecutively through two interferometers, which 

are mounted under an angle α. This arrangement was developed by Dr. J. R. Sandercock and is 

shown in Fig. 3.17. The right mirror of each FPI sits on the translation stages, and the other on a 

separate angular orientation device. The scanning stage can move the right mirror of each pair 

along the optical axis of FP1. A displacement d of the translation stage leads to a change of the 

mirror distance in FP1 by ΔL1=d, while the change for FP2 is given by: 

 cos12 LL                                                                                                       ……….(3.17) 

This also satisfies the synchronization condition as 
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                                                                                                              ……….(3.18) 
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Now this can be used to suppress the intermixing of different orders. To do that, before the 

scanning of linear stage, each FPI is adjusted to transmission separately. Although their  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

transmission orders are different, but they together provide a central transmission order, which can 

be adjusted by changing the mirror spacing of FP2 (See Fig. 3.19). At the same time, the other 

orders are suppressed, since the FSR of the two FPIs are now different. This arrangement also 

increases the FSR of the final spectrum, without affecting the resolution. Now when the stage is 

moved, the mirror spacing changes by 

 dLl  101  

  cos102 dLl   

                                                                                                   ……….(3.19) 

                                                                                                   ……….(3.20) 

for FP1 and FP2 respectively, where L10 is the initial mirror spacings of FP1, i.e., at d=0. This 

removes the aforementioned ambiguities since the transmission order is now fixed. As mentioned 

earlier, the light additionally passes through each FPI three times to enhance the contrast. Finally, 

after the 6 passes through the FPIs, the light is directed to a photomultiplier, which counts the 

number of transmitted photons as a function of the mirror-spacing, and consequently, as a function 

of the frequency shift. To achieve this, the scanning stage constantly sweeps the distance which 

corresponds to the required frequency window and the data is recorded for long time to attain 
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Figure 3.19: Transmission Spectra of FP1 and FP2 and in tandem operation. 
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sufficient statistics. In this way, the obtained BLS intensity is proportional to the spin wave 

intensity at a given frequency. 

  

Alignment of TFP Interferometer 

 
The proper alignment of optics inside TFP interferometer box is extremely crucial for BLS 

experiments. In general, one should not tamper with the alignment of TFP optics in any situation. 

In case of any accidental misalignment, one may follow the steps described below [19]: 

 

1. Before proceeding with the alignment, a proper source of light is required. The most 

convenient light source for aligning is an expanded laser beam which provides a uniform 

wave front to view the interference fringes easily. For that purpose, the direct laser beam 

was sent through the input pinhole P1 (refer to Fig. 3.20a) using two steering mirrors (not 

shown in the figure). The tilt angles of these mirrors can be adjusted so that the beam enters 

the TFPI box even for the smallest pinhole. To confirm this alignment, one can hold a flat 

mirror against the pinhole cover and check that the reflected laser beam traces back its path.  

2. Now open the pinhole cover. Mount a 10 mm focal length lens attached to XYZ stage (this 

was provided with the TFPI accessories) in its place. Adjust the X-Y stage until the beam 

passes through the largest pinhole. Turn to successively smaller pinholes and re-adjust as 

necessary. With the smallest pinhole check that the lens is focused correctly (as X or Y is 

moved the light spot should vanish suddenly). If the focus is incorrect adjust by turning the 

knurled knob. At this point the aperture A1 is symmetrically illuminated. Note that this 

lens can only be used for direct laser beam. In case of any other beam, the focal length of 

the required lens is 18 times the beam width. 

3. At this point the aim is to make sure that the beam falling on FPI is collimated, 

perpendicular to the mirror surface and at right location. Start with adjusting the focus of 

L1. Using a mirror the beam after L1 is reflected onto a distant wall and the focus of L1 is 

adjusted for parallel light. Otherwise one can look for the back reflected beam from FP1 

coming back out of the TFP. When L1 is in focus, this beam will be visible even for 

smallest pinhole. Remember that the back reflected beam will disappear when FP1 is in 

transmission. Use Z-control to restrict the transmission from FP1. 
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(a)

(b)

Figure 3.20: Optical arrangement inside TFPI box in (a) tandem and (b) alignment mode. Figure is taken 

from reference [19]. 
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4. Now one can proceed to align the mirrors M1 and M2. Make sure that the right hand edge 

of M1 is about 41 mm from the aperture A1 and slide the base of M1 so that the input beam 

strikes M1 about 1 mm from its right hand edge. The orientation of M1 should be such that 

the vertical diameter of L1 touches the right hand edge of the beam. Slide the base of M2 

so that the beam passes through the correct aperture of A2.   

5. Adjust M1 so that the beam cleanly fills the aperture A2. Then adjust M2 so that the beam 

is again reflected back out of the pinhole. One may have to repeat the sequence until the 

beam is properly aligned.  

6. The next step is to adjust the multiple passes through the interferometers. Align FP1 and 

adjust for steady transmission. Then use M3 to direct the beam 1 onto FP2 so that the back 

reflected beam returns through the aperture 1 of A2. It is very crucial to achieve a good 

alignment of this beam as the alignment of the higher passes depends on it. One can cut a 

fine slit in a piece of card and place it over A2. Then it is easier to drive the reflected beam 

onto the slit itself. Finally look for fringes on the surface of M3, or on the  ghost  beam  on  

A2,  or  after  transmission  through  FP2,  and  slightly tweak  M3  to  give  about  5 

fringes. 

7. Now Align FP2 and using the ΔZ control, adjust for steady transmission. Beam 3 should 

now be visible. Now adjust for the translation and rotation of PR1 so that the beam cleanly 

falls on the aperture 2 of A2 along with visible fringes.  

8. Since the alignment of the FPIs are very sensitive to any room temperature fluctuation, 

intermittent adjustment is necessary to achieve good transmission for all the passes. Once 

beam 4 is visible, it should strike M4. Adjust the position and tilt of M4 so that the bright 

spot seen on its surface is as small as possible and beam 5 becomes visible after aperture 3 

of A2. Alternatively, one can observe beam 5 on M3 using a card. When M4 is properly 

aligned, similar fringes as mentioned in step 6 are visible for beam 5.  

9. The beam 6 should now be aligned. Adjust the position of M5 so that beam 6 strikes its 

right hand edge. Rotate M5 to guide the reflected beam to the middle of the side of the 

prism PR2. Adjust the rotation of PR2 slightly if the beam falling on M6 is not circular in 

cross-section. 
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10. Finally, adjust the orientation of M6 (and M5, if necessary) and the focus of L2, so that the 

beam passes through the output pinhole P2. 

The optics for tandem-multipass operation is now aligned. The alignment mode optics should now 

be adjusted as described below (See Fig. 3.20b): 

 

11. Switch the optics to the ALIGN mode. The glass block G1 deflects the beam to the axis of 

FP1. Note that, the glass blocks G1 and G2 are hard to move by light push. In addition, the 

optics from M5 to the output pinhole P2 in the beam path must not be tampered once they 

are adjusted for tandem operation. Therefore, one is left with the adjustment of the beam 

splitters BS1 and BS2.  

12. Align FP1 for steady transmission. Adjust BS1 so that the transmitted beam strikes A2 in 

the center.  

13. In reflection (one can switch between reflection and transmission by adjusting Z), the beam 

should strike BS2 in the middle. Now adjust BS2 so that the beam passes via G2 and M5 

to the output pinhole P2. 

14. One may need to repeat step 12 and 13 several times to optimize the alignment. 

15. Under proper alignment, the ratio of the peak height in the tandem mode to the background 

level in the alignment mode should lie between 3 and 6 (in our setup it is 4). One can finely 

tune this ration in the following way: 

i) In the tandem mode, with a small output pinhole, adjust mirror M6 for maximum 

detector signal. 

ii) In alignment mode, with the same pinhole, maximize the background signal by 

tweaking BS1. 

 

3.4.1.6. Optimization of the BLS Set up Using Plexi Glass, Ni80Fe20 Thin Film and 

Bare Laser Beam 

After the BLS spectroscope was set up in our laboratory, we verified its alignment by first 

measuring the phonon signal from a piece of plexi glass. In principle, the phonons from plexi glass 

should produce 3-6 BLS counts/mW laser beam/ms (In the measurement, selecting 1024 channels 

will correspond to 0.5 ms) for a single scan. The corresponding frequency should lie around 16 
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GHz. Figure 3.21 shows the computer screenshot of the observed BLS signal for 50  mW of laser 

power falling on the sample, which indicates a reasonably good alignment. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

We have further measured the magnetic signal from a Ni80Fe20 thin film of thickness 20 nm with 

known magnetic parameters. Figure 3.22 presents the series of BLS spectra measured in Damon 

Eshbach geometry by varying the magnetic field (Fig. 3.22a) as well as the transferred wave vector 

(Fig. 3.22b). The data is fitted with the equation given by 

                                                                                                                               ……….(3.21) 
 

Where sin2|| ikq  , ki is the wave vector of laser beam, θ is the angle of incidence, d is film 

thickness, MS is the saturation magnetization, H is the applied magnetic field. The data show a 

good fitting for the parameters Ȗ = 2.78 GHz/kOe and MS = 800 Gauss. 
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Figure 3.21: GHOST software interface for single scan measurement of BLS signal showing the data 

for plexi glass. The reference beam suppressing the elastic peak is shown in purple color. The Stokes 

and anti Stokes peaks along with two ghost peaks (higher orders of the central peak) are also indicated. 
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We have also measured the BLS spectrum of bare laser beam and the data is shown in Fig. 3.23. 

The measurement was performed by focusing the attenuated laser light normally onto the surface 

of a mirror. The back reflected beam was then fed to TFPI. The result reveals the presence of 

higher order harmonics of the fundamental laser frequency on the anti-Stokes side of BLS 

spectrum. The corresponding signal on the Stokes side is comparatively much lower.  
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Figure 3.22: BLS spectra for Ni80Fe20 thin film at (a) different in-plane bias magnetic field and (b) wave 

vector.  
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Figure 3.23: BLS spectrum of bare laser beam. 
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3.4.1.7. BLS Microscopy 
 

Micro BLS—Space Resolved BLS 

 

The micro-BLS is an extension of conventional BLS which was developed in the past decade [20-

21]. The conventional BLS is an efficient technique for examining spin waves in thin films and 

large arrays of micro-structures but is limited when single micrometer-sized elements are 

introduced. This is because the spot size of the focused laser is as large as tens of micrometers. In 

micro-BLS, the laser is focused down to a small spot (~ 250 nm) on the sample, which allows for 

a spatial sensitivity, however at the cost of wave vector resolution. The reason is the Heisenberg’s 

uncertainty principle, which prohibits the simultaneous access to position and wave vector with 

arbitrary high precision. The components needed to transform the BLS to a micro-BLS are shown 

in Fig. 3.24. The additional important components are: a microscope objective, a CMOS camera, 

a set of high precision three-dimensional translation stages and a number of steering optics. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Here the laser beam is broadened using two lenses of small and large focal lengths in succession 

placed in telescopic arrangement, which subsequently fills the back aperture of the microscope 

objective of magnification of 100x, a numerical aperture (NA) of 0.75, and a long working distance 

 

Figure 3.24: Schematics of the optical set up of micro-BLS required for the transformation from 

conventional BLS. 
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of 4 mm. Finally, the beam hits the sample in a range of angle of incidence depending on the 

numerical aperture NA = n sin θ, where n is the index of refraction of the medium (1.00 for air) 

and θ is the angle of incidence. In the set-up developed at S N Bose National Centre for Basic 

Sciences Kolkata, NA= 0.75 and the maximum angle of incidence is given by 48.6°. This 

corresponds to a range of transferred wave vector from 0 to 1.77×107 rad/m. The scattered beam 

is collected by the same objective lens (back scattered geometry) and sent to the TFPI for frequency 

analysis. The purpose of the CMOS camera is twofold: i) it helps to locate the laser spot on the 

sample, and ii) it allows for the stabilization of the sample position with respect to the thermal 

drift. 

           In order to conduct a fine spatial scan and for thermal stabilization, the sample is mounted 

on a set of very high precision translation stages. The spatial resolution of lateral and vertical stages 

are 1 nm and 50 nm, respectively. By moving the position of the laser onto the sample, the spatially 

dependent amplitude of scattered light is measured for a given-frequency. To enhance the signal 

to noise ratio, the density of measured magnons is increased by electrical excitation with a RF 

frequency sent through a Coplanar Waveguide (CPW). 

 

Phase Resolved Micro BLS 

As pointed out above, due to Heisenberg’s uncertainty principle, the spatial resolution in micro 

BLS comes with an uncertainty in the measurement of the wave vector of the spin wave. This 

limitation can be countered by analyzing the spin wave phase [22-24]. Probing the propagating 

spin wave phases is basically equivalent to the measurement of wavelength and thus the wave 

vector of spin wave. The information about the spin wave phase is extracted by analyzing the phase 

of the scattered beam. This is realized via the interference of the scattered beam with a temporally 

coherent reference beam that is generated using an electro-optical modulator (EOM). By changing 

the probing position across the sample, the propagation of the spin wave phase can be monitored. 

The intensity of the corresponding interference signal can be expressed as 

  2
0

2
int .cos2 RSRS ErqEEEI                                                                       ……….(3.22) 

Where ES and ER are the electric fields corresponding to the sample and the reference beam, 

respectively, Δφ0 is the initial phase difference between the reference beam and the sample beam. 

The argument of the cosine function indicates the corresponding phase difference as the spin wave 

of wave vector q advances by a distance r. 
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Time Resolved Micro BLS 

In BLS technique, it is possible to examine the propagation and relaxation characteristics of spin 

wave eigen modes via time-resolved analysis [25-27]. The main idea is to excite the spin waves 

externally at a time t0 and then to measure the temporal evolution of the spin wave intensity as it 

propagates through the sample. For this purpose the spin wave mode is repeatedly excited using a 

train of microwave pulses. The leading edge of the pulse defines the starting time t0 and the data 

is acquired at different point of times ti w.r.t. t0. The corresponding counts for subsequent pulses 

are added up which finally renders the matrix formed by the intensity of total accumulated photons 

and the associated time ti. Further, one can acquire a two-dimensional intensity map of a spin wave 

pulse excited at a fixed frequency for different delays, which basically presents the spatial and 

temporal advancement of the corresponding wave packet. 

 

3.4.2. Time-resolved Magneto-optical Kerr Effect (TR-MOKE) Microscope 

The Kerr rotation caused by the magneto-optical Kerr Effect [28] is proportional to the 

magnetization of the system and as mentioned earlier, this phenomenon can be used to extract the 

information about the local magnetization state. The time-resolved magneto-optical Kerr effect 

(TR-MOKE) [29] technique additionally features a very powerful means to study the 

magnetization dynamics at a very fast time scale [30-31]. Amongst a number of variants of TR-

MOKE, the all-optical TR-MOKE is based upon both the excitation and detection of the 

magnetization dynamics in optical manner, along with the advantages of very high temporal 

resolution (down to sub-100 femtoseconds) and the ease of sample fabrication (no additional 

waveguide structures are required). Its working principle stands upon the two-color collinear 

pump-probe geometry where the data is recorded in a stroboscopic fashion. A pulsed laser beam 

(also known as pump beam) hits the sample to rupture its equilibrium magnetization state (ultrafast 

demagnetization). As the probe beam (another laser beam) approaches the sample, it undergoes 

the Kerr rotation depending upon the current magnetization state (which is actually trying to 

recover its equilibrium) and the data is collected with respect to the time delay between pump and 

probe pulses. This way the temporal resolution is solely limited by the pulse width of the laser and 

one can measure the ultrafast demagnetization, different relaxation processes and coherent 

precession of magnetization in a single measurement. In the following, we will briefly discuss the 



74 
 

different timescales of magnetization dynamics, followed by the description of primary optical 

components and the optical setup. 

 

3.4.2.1. Different Time Scales of Magnetization Dynamics 

The term magnetization dynamics covers a broad range of phenomena occurring at different 

timescales starting from few femtoseconds (fs) to micro seconds (µs). The fastest dynamics which 

typically cover the time scales in fs range include fundamental exchange interaction (~ 10 fs), spin-

transfer-torque (~10 fs – 1 ps) and laser induced ultrafast demagnetization (100s of fs). The 

relatively slower phenomena are precession of magnetization (characteristic time scale 10-100 

picoseconds, causes the propagation of spin-waves in ferromagnetic materials before it gets 

damped in sub-ns to tens of ns), damping, reversal of spins (characteristic time scale few ps – few 

hundred ps, useful for in magnetic recording technology) and vortex core switching (few tens of 

ps – several ns). Finally, the slowest one is the domain wall dynamics which typically occurs 

between few nanoseconds (ns) to few ȝs. 

 When a very short (in order of fs) high energy laser pulse falls on a magnetized 

ferromagnetic sample, it causes an ultrafast demagnetization within about 500 fs. The physical 

origin behind this effect is still a topic of intense debate. However, broadly, different physical 

mechanisms namely, excitation of stoner pairs, Spin Orbit coupling, coupling with the 

electromagnetic field via a terahertz emission, and scattering of spins with impurity centers or 

phonons are responsible for the demagnetization process. As soon as the laser pulse is withdrawn, 

the system tries to get back its equilibrium state via remagnetization process. This initially occurs 

via fast relaxation (within 1-10 ps) due to the exchange of energy from hot electrons and spins to 

the lattice which can be phenomenologically described by a three-temperature model. 

Subsequently, there is a slow recovery of magnetization via the diffusion of electron and lattice 

heat to the surroundings. In the course of the slow relaxation process, the system also undergoes a 

precessional motion about the effective magnetic field, which eventually damps out within few ns. 

 

3.4.2.2. Primary Components of the Setup 

Laser System 

The generation of ultrashort laser pulses of required wavelength involves a composite laser system 

consisting of three lasers [32-34]. First, an array of twenty diode lasers is used to pump a solid 
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state laser. The CW output of the diode laser bars, after collimated with a cylindrical micro-lens, 

is coupled to an optical fiber bundle which efficiently directs the beam towards the solid state laser.  

 The diode pumped solid state laser (also known as DPSS or Millenia) uses Nd3+ ions doped 

in a Yttrium Vanadate crystalline matrix (Nd:YVO4) to serve as the gain medium. The 

monochromatic output of the diode laser overlaps with the absorption spectra of the Nd3+ ion. The 

Nd3+ is a four level system which primarily emits photons of wavelength 1064 nm due to the 

transition of electron from 4F3/2 level to 4I1/2 level. Subsequently, a lithium triborate (LBO) 

nonlinear crystal is used for frequency doubling to convert the output wavelength to Ȝ =532 nm. 

A temperature regulator and a shutter are also attached to the cavity to ensure constant Ȝ at the 

output (with maximum power 10 W) and to block the beam when necessary. 

 The output of DPSS finally pumps a Ti-sapphire oscillator (Tsunami). Here the lasing 

medium is titanium ions (Ti3+) doped sapphire (Al2O3) crystal. Tsunami employs regenerative 

acousto-optic mode locking mechanism to produce the output laser pulses of ~70 fs pulse width at 

80 MHz repetition rate, with output wavelength tunable between 700 nm to 1080 nm. To achieve 

that, a longer cavity is required, which is obtained by a ten-mirror folded arrangement. However, 

the generation of a shorter pulse comes with a greater frequency distribution within a pulse, due to 

the Heisenberg uncertainty principle (time-bandwidth product of a Gaussian pulse is 0.441). As 

the refractive index (n) depends on frequency, there is a distribution of n in a pulse resulting in a 

variation of velocity. The variation is called as the group velocity dispersion (GVD). In Tsunami, 

the intracavity GVD, the working frequency and corresponding bandwidth of the output laser can 

be controllably tuned using a four prism and slit arrangement. During the experiment, we keep the 

wavelength of the output beam constant at around 800 nm because our Si-based photo detectors 

are most sensitive near that wavelength. 

 

Second Harmonic Generator (SHG) 

One part of the output beam from Tsunami is fed to a second harmonic generator (SHG) to produce 

the second harmonic beam of wavelength Ȝ = 400 nm, which is used to pump the sample. The 

pulses of the other part of the beam are time delayed and used to probe the dynamics. Inside the 

SHG cavity, a nonlinear crystal of barium betaborate (BBO) is utilized for the frequency doubling. 

The conversion efficiency of BBO is higher as compared to LBO crystal. A prism separates the 

second harmonic from the residual fundamental beam. The fundamental beam, however, cannot 
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pass through because of the high reflective coating on the prism at infrared wavelength. The second 

harmonic is then guided to the output end by a pair of prisms which make the beam roughly parallel 

to the fundamental beam and compensate the beam ellipticity. These prisms also have anti-

reflection (AR) coating at second harmonic wavelength to minimize any reflection loss from prism 

surfaces. 

 

3.4.2.3. Experimental Setup 

The homebuilt TR-MOKE microscope in our laboratory [35] works on two color collinear pump-

probe geometry, where the axis of the pump beam (the second harmonic output with wavelength 

400 nm) and the probe beam (the fundamental beam) are superposed before the beams fall onto 

the sample. The schematic diagram of the setup is presented in Fig. 3.25. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The fundamental beam from the Ti-sapphire pulsed laser source is divided into two parts by a 

70:30 beam splitter. The intense part goes through the SHG to produce the pump beam, which is 

then guided towards the sample with the help of steering mirrors. The other part (the fundamental 
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Figure 3.25: Schematic diagram of the time-resolved magneto-optical Kerr effect (TR-MOKE) 

microscope. 
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probe beam) goes through a retro-reflector fixed on an automated variable delay stage on the path 

of the probe beam. By moving the retro-reflector back and forth it is possible to introduce the 

desired optical path difference between pump and probe beams, which actually corresponds to the 

time delay in this experiment. Subsequently, both the beams are spatially overlapped using a beam 

combiner and are collinearly focused onto the sample using a single microscope objective (MO: 

M-40X, N.A. = 0.65). The microscope objective focuses the probe beam to a diffraction limited 

spot size (~ 800 nm) on the sample surface while the other is slightly defocused with a spot size 

of ~ 1 ȝm because of chromatic aberration. The higher intensity of the pump beam perturbs the 

equilibrium magnetization of the sample, thereby inducing the dynamics. This dynamics affects 

the Kerr rotation of the reflected probe beam, which is in turn dependent on the time delay between 

pump and probe pulses. By changing the retro-reflector position on the delay stage by small steps, 

the time evolution of the magnetization dynamics (along with the total reflectivity signal) is 

measured by an optical bridge detector (OBD) in a phase-sensitive manner (the operation of OBD 

is described in static-MOKE section). The direction of the applied bias magnetic field is slightly 

tilted with respect to the magnetic anisotropy direction, so as to get a finite demagnetizing field 

along the direction of the pump pulse. 

 

 

 

 

 

 

 

 

 

 

 Figure 3.26a shows a typical time-resolved Kerr rotation data where the different temporal 

regions are indicated. The Region I (t<0) is also known as negative delay region where the sample 

is probed before the arrival of pump pulse and the equilibrium magnetization under external bias 

field is obtained. Region II (up to few tens of ps) contains a sharp demagnetization (within 500 fs) 

followed by a fast relaxation. In Region III, a slower relaxation is observed together with a 
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Figure 3.26: (a) Typical time-resolved Kerr rotation data taken from a Ni80Fe20 (7 nm)/[Co (0.5 nm)/Pd 

(1 nm)]5 multilayered sample with an out of plane bias field of 2.5 kOe. (b) precessional oscillation part 

of the time-resolved data and (c) fast Fourier transform of Fig. 3.26b. 
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precession of magnetization around its new equilibrium position. Figure 3.26b presents the 

precessional oscillation data extracted by subtracting the bi-exponential background. The 

corresponding fast Fourier transform (FFT) spectrum is depicted in Fig. 3.26c which gives the 

precession frequency. 

 

3.4.2.4. Some Routine Alignments 

The collinear alignment of the pump and probe beam is very crucial in this experiment. Therefore, 

some routine alignment procedures are practiced before each experiment is started: 

1. Firstly, using external micrometer controllers of Tsunami, the power of the Tsunami output is 

maximized while optimizing the spectrum for desired central wavelength (Ȝ0 = 800 nm) and 

FWHM (~ 12 nm or more). 

2. The retro-reflector (RR) alignment is checked by observing the position of the beam after RR. 

If the beam moves by moving the RR position, mirrors before RR are adjusted to stop the 

shift. 

3. The overlap of the pump and probe beam is then checked after the beam combiner. If the 

alignment is correct, both the beams will follow the same path.  

4. Next, we check whether the beams are co-axial with the microscope objective (MO). For that 

we check the beam positions at the back aperture of MO. Any misalignment of the beams is 

adjusted by changing the tilts of the respective mirrors. The adjustment is fine tuned by 

monitoring the pump and probe spots falling on to a substrate by a CCD camera. The MO is 

moved back and forth about its focus position and any consequent movement of the center(s) 

of the pump and/or probe spot(s) on the screen implies that the beam(s) is (are) not co-axial 

with the MO. 

5. Finally, the alignment of the OBD is adjusted by superposing the back reflected beam from 

OBD with the incident beam. 

6. After adjusting the optical components, the time-resolved reflectivity data from a test Si 

substrate is recorded and its relaxation rate is compared with the standard data to verify the 

alignment condition. 
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Chapter Ͷ Ͷ. Numerical methods 

4.1. Introduction 

In case of ferromagnetic thin films with uniform magnetization, the magnetization dynamics can 

be determined under the macrospin formalism as described in chapter 2. Here, the non-linear 

ordinary differential LLG equation is linearized under small angle approximation to extract the 

spin wave (SW) frequency and other material parameters. However, for materials with finite 

boundaries, e.g., in case of multilayered and/or patterned structures, the calculations are not 

straight forward. Basically, the finite magnetic boundaries are associated with the occurrence of 

uncompensated dipoles at the surface, which produce demagnetizing field opposite to the external 

bias field. The information about the distribution of demagnetizing field (which is in fact 

dependent on the geometry) is extremely crucial for a proper understanding of the magnetization 

dynamics. To determine the local demagnetizing field profile and to calculate the consequent spin 

wave properties of non-uniformly magnetized samples, various techniques have been developed. 

One of the most popular methods is micromagnetic simulations, where the magnetization is 

considered to be a continuous function of position, the sample is divided into large number of cells 

where the dynamic motion of each cell is considered as a macrospin interacting with the 

neighboring cells by short-range exchange and long-range dipolar interactions under the effect of 

magnetocrystalline anisotropy and external magnetic fields. Also, there exist other theoretical 

models, which, under certain assumptions, calculate the magnetic parameters. In this thesis work, 

we have employed both micromagnetic simulations (using object oriented micromagnetic 

simulator and Mumax3) and a combination of analytical and numerical technique (using plane 

wave method) to analyze the character of the dynamic magnetization of the studied systems. 
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4.2. Micromagnetic Simulations 

Micromagnetic Simulations [1] is an efficient tool for studying a wide variety of magnetic 

phenomena including magnetization reversal and dynamics. Based on the finite difference method 

(FDM) or finite element method (FEM), this technique utilizes the continuum theory to estimate 

the magnetic features of several nanometers length scale in terms of the local arrangement of 

magnetic moments.  

 In case of FDM, The system space is discretized into a number (N) of regular cubic cells. 

Thus the continuous solution domain is replaced by a discrete set of lattice points and the domain 

boundaries are replaced by their discrete counterparts. Subsequently, each cell is assigned with a 

magnetization vector and their relative interactions are taken into account by the minimization of 

total energy. Although FDM features a faster computation as compared to FEM, it is not applicable 

for complicated geometry like curved boundary or irregular microstructures. A few examples of 

FDM simulators are Object Oriented Micromagnetic Frameworks (OOMMF), LLG Simulator, 

MicroMagus, Mumax etc. 

 The above mentioned problem is solved by using FEM. Here the system is discretized into 

finite elements, which can be two dimensional (like triangles, squares, or rectangles) or three-

dimensional (like tetrahedrons, cubes, or hexahedra) depending on the dimension and shape of the 

system. Despite reproducing complex geometries easily, this method is much slower as compared 

to the FDM. Examples of FEM simulators include NMAG, MAGPAR etc. 

 As stated earlier, we have used OOMMF [2] and Mumax3 [3] micromagnetic simulators 

during this thesis work. Although both OOMMF and Mumax3 use FDM based discretization, the 

latter is more advanced because of its faster speed, high performance and low memory 

requirements. Another difference between them is their programming language: while OOMMF 

is written in C++ and Tcl script, Mumax uses GO and CUDA. Here, the LLG equation is solved 

in space and time at temperature T=0 K. The input parameters (like bulk saturation magnetization, 

exchange stiffness constant, magnetocrystalline anisotropy, Zeeman field, sample structure and 

dimensions and the magnetic field geometry) and the initial conditions of any problem are given 

using external script file. One of the advantages of using micromagnetic simulations is that one 

can feed the sample structure to the software by using an image file. This helps to incorporate any 
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structural artifacts of the system under consideration in the simulation. The sample space is divided 

into identical cuboidal cells with dimensions equal to or less than the exchange length. Each cell 

is then assigned with a single spin. Subsequently, the LLG equation (Eqn. 2.19) is solved assuming 

the magnetization to be a continuous function of position and deriving relevant expressions for 

different energy terms. Then the stable equilibrium state is achieved by minimizing the total Gibb’s 

free energy with respect to the magnetization. 

 Before starting the calculations for magnetization dynamics, the system is brought to 

equilibrium under the effect of static bias magnetic field. First, a large enough bias field is applied 

to fully magnetize the sample and allow the magnetization to relax for a long time. The applied 

field is then reduced to the required bias field value and the magnetization is further allowed to 

relax for a longer time. During each step, the magnetization configuration is updated by two types 

of evolvers: first one is a time evolver which tracks the LLG dynamics and the second one is an 

energy minimization evolver which calculates the local minima in energy by using energy 

minimization techniques. A 4th order Runge Kutta evolver is used as a time evolver which solves 

LLG equation considering an ordinary differential equation in time. The evolvers are connected to 

corresponding drivers, namely, time driver and minimization driver, which control the time and 

minimization evolver, respectively. The job of the driver is to determine the completion of a 

simulation stage depending upon the stopping criteria described in the script file. The stopping 

criterion is determined by the convergence of the maximum torque m×H, where m= M/MS. In the 

script file, users provide either the stopping time or the stopping value of dm/dt, which is set in 

such a way that the value of maximum torque (m × H) should be less than 10-6 A/m. The simulation 

will terminate when the stopping criteria will match. 

 After the system acquires a stable, static equilibrium state under the bias magnetic field, 

the magnetization dynamics is triggered under a uniform excitation (spatially and temporally 

varying ‘sinc’ function) to simulate the TR-MOKE (BLS) results. In case of uniform excitation, 

the optical perturbation used in the experiment is mimicked in the form of a pulsed magnetic field 

of rise time of 50 ps and peak amplitude of 30 Oe applied perpendicular to the sample plane. The 

time evolution of the different components of dynamic magnetization averaged over the entire 

sample volume are then recorded for a total timescale of 4 ns at intervals of 10 ps. A small value 

for damping parameter (say 0.008 for Ni80Fe20) was assumed during the dynamic simulation. 
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4.2.1. Calculation of Power and Phase Profiles of the Resonating Modes 

To analyze the character of the resonant magnonic modes, we have further calculated the spatial 

profiles of the corresponding dynamic magnetization component [4]. The output files of the 

simulations actually consist of a number of ‘.omf’ files containing the information about the 

magnetization distribution (M(r, t)) over the entire simulation volume at a particular instance of 

simulation time. These files can be used to inspect the time as well as spatial distribution of the 

spin wave amplitude, phase and propagation. For that, first, the M(r, t) is rearranged into three four 

dimensional (4-D) matrices, viz., mi (x, y, z, t), mj(x, y, z, t) and mk (x, y, z, t), where each matrix 

corresponds to each component of magnetization. Subsequently, one spatial co-ordinate (say z) of 

one of the 4-D matrices (say mk) is fixed, which reduces the matrix dimension to three (mk (x, y, 

zm, t)). Then a discrete Fourier transform with respect to the time dimension t is performed for each 

elemental cell. Next, the power value of the FFT spectrum corresponding to the desired frequency 

is extracted and plotted for each cell. This gives the in-plane space dependent power profiles at a 

particular resonance frequency. Similarly, the phase profile can be plotted by extracting the phase 

of complex dynamic magnetization. The frequency resolution depends on the simulation time 

window and the spatial resolution depends on the discretization used during the micromagnetic 

simulations. The expressions for the power and phase profiles for a particular resonant mode at 

f=fr can then be written as: 

Power:     yxfMyxP r
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4.3. Plane Wave Method (PWM) 

The PWM is extensively used to calculate the excitation spectra (band structure) for an 

inhomogeneous or periodic geometry, e.g., in electronic, photonic, phononic or magnonic crystals 

[5-8]. This is a simple method which can give a full spectra of eigen excitations for any type of 

lattice, any shape of scattering centres and for various dimensions of the periodicity. In magnonic 

crystals (MCs), the inhomogeneity of the internal magnetic field is taken into account in the form 

of the superposition of plane waves, which eventually converts the LLG equation to an eigenvalue 

problem. The problem is subsequently solved using standard numerical routines to find out the 

eigenvalues (SW frequencies) and eigen vectors (amplitude of the dynamical component of the 

magnetization vector). 

 

 

 

 

 

 

For the calculations of SW spectra, we assume the MC to be composed of an array of scattering 

centres of finite thickness made of ferromagnetic material A embedded in an infinite ferromagnetic 

matrix B. Figure 4.1 shows the schematic of a MC with circular scattering centers arranged in a 

rectangular array together with the co-ordinate axes. The x-axis is assumed to be normal to the 

surface plane and the external bias field H0 is applied in the sample plane along the z-axis. We 

solve the Landau–Lifshitz (LL) equation, i.e., the equation of motion of the magnetization vector 

M(r, t) in space and time, given by 

     trHtrM
t

trM
eff ,,

,
0 


    

                                                                           ……..(4.3)     
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Figure 4.1: A rectangular MC formed by circular ferromagnetic elements A embedded in matrix B.  
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where Ȗ and ȝ0 are the gyromagnetic ratio and the permeability of vacuum, respectively (|γ|ȝ0 =2.21 

× 105 (Am)−1 s−1). Heff denotes the effective magnetic field acting on the magnetization. A 

negligible relaxation of magnetization is assumed in this case. 

 In the linear approximation, the component of the magnetization vector parallel to the static 

magnetic field (i.e., in z direction in this case) is constant in time t, and its magnitude is larger than 

the dynamic perpendicular components m(r,t), i.e., |m(r,t)|<<Mz(r), where M(r,t)=Mz(r) ẑ +m(r,t) 

and Mz~MS. For monochromatic SWs, m(r,t) has the form     tiermtrm , , where   is the SW 

angular frequency. We further consider that the effective magnetic field Heff  consists of the 

uniform and constant external magnetic field H0 (which is strong enough to enforce parallel 

alignment of all the magnetic moments), the exchange field Hex and the magnetostatic field Hms. 

For simplicity, we neglect any contribution from the anisotropy field. 

In classical limit, the time and space dependent exchange field can be written in terms of the 

exchange length lex as [9]: 

      trmrltrH exex ,., 2                                                                                        ……..(4.4) 

 
where, 
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                                                                                     ……..(4.5) 
 

A(r) is the exchange stiffness constant. 

The magnetostatic field can be divided into a static and a dynamic component, Hms(r) and hms(r, 

t), respectively: Hms(r,t)= Hms,z ẑ +hms(r) tie  . Finally, Heff  reads as: 

         ti

mszmsexeff erhzHtrmrlzHtrH  ˆ,.ˆ, ,
2

0                                                     ……..(4.6) 

The respective components of M(r, t) and Heff(r,t) in different coordinate axes can be used to 

calculate the vector product on the right hand side of Eqn. 4.3, equating which with corresponding 

left hand side renders the expressions for the dynamic magnetization components mx(r) and my(r) 

as follows: 

         rmrlMhMHHrm
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         msxyexSymsSy HHrmrmrlMhM
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                             ……..(4.8) 

In the next step, all the periodic functions (both in time and space) are mapped onto the Fourier 

space. The material parameters MS, A and consequently 
2
exl  have the periodicity of the lattice 

constant, i.e.,  

   rMarM SS


 ,    rAarA


  

And    rlarl exex

 22   

where a


 is a general lattice vector in the direction of periodicity. The Fourier transformation 

formulas for them are 
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                                                                                            ……..(4.9) 

where G = (Gy,Gz) denotes the reciprocal lattice vector of the periodic structure and MS(G) (  Glex

2

) is the Fourier co-efficient of MS(r) (
2
exl (r)). The spatial dynamic components of M(r,t) and Hms(r,t) 

can be converted by using the Bloch’s theorem, i.e., as product of a plane wave with the wave 

vector q = (qy, qz) from the first Brillouin Zone and a periodic function, which can be expanded 

into Fourier series: 
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In general, the reciprocal lattice vector G can be calculated using the expression  ** bnamG


 , 

where 
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m, n are integers, a


( *a


) and b


( *b


) are the lattice vectors of real (reciprocal) lattice. 

The Fourier coefficient MS(G) for G=0 is given by     BSBSASS MMMffGM ,,,0  . Here ff 

is the filling fraction defined as the ratio of the area of scattering centre to that of a unit cell. For 

G 0, MS(G) can be calculated using the following analytical formula 
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                                                                            ……..(4.14) 
 

Here ASM ,  and BSM , denote the magnetization of region A and B, respectively and the integration 

is performed over the cross-sectional area of element A. The formula for  Glex

2
 has the same form 

as Eqn. 4.14. 

On the other hand, the formulas for the Fourier coefficients of the static and dynamic magnetostatic 

fields, Hms,z(r, x), hms,x(r, x) and hms,y(r, x) can be obtained by solving the Maxwell’s equations with 

proper electromagnetic boundary conditions at both surfaces of the slab. According to Ref. [10], 

for the considered structure, the magnetostatic fields can be expressed as: 
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                ……..(4.16) 
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                ……..(4.17) 

where d is the thickness of the slab. In the works presented in this thesis, the above expressions 

are calculated at x=d/2, i.e., at the surface of the film. 

The Eqns. 4.9 - 4.17 can be substituted into Eqns. 4.7 and 4.8 to obtain the dynamic magnetization 

components in the form of infinite system of equations in Fourier space: 
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  When a finite number N of reciprocal lattice vectors is considered, the above system of equations 

becomes finite. The problem then reduces to an eigen value problem with eigen values 
00

2

H

fi




 

and eigen vectors mx,q(G) and my,q(G), which can be structured in a matrix form as follows: 

qq m
H

fi
mM

00

2ˆ



  

 
                                                                                                    ……..(4.20) 

with the eigen vector defined as         NqyqyNqxqx

T

q GmGmGmGmm ,1,,1, ........,....... . The matrix 

M̂  is the following Block matrix 
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The sub-matrices of M̂ are given by [8] 

0ˆˆ  yyxx MM  
                                                                                             ...…..(4.22) 
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where reciprocal lattice vector indices i, j, and l are integers in the range <1, N>. One can solve 

the above system of equations for different SW wave vector q by standard numerical procedures 

to find the corresponding eigenvalues (which gives the SW frequency f) and eigen vectors (mq). 

To tally the calculated dispersion with the experimentally obtained band structure via Brillouin 

light scattering (BLS) spectroscopy, it is required to estimate the square of the modulus of the 

fundamental harmonics of magnetization, i.e.,  

  2
0 GmI qBLS  

 
                                                                                               ……..(4.25) 

Subsequently, the spatial mode profiles can also be calculated for a given wave vector and 

frequency, by determining the modulus of the dynamic magnetization (mx(r)) for each spatial point. 

It is noteworthy that the PWM calculations stand upon the consideration that both the scattering 

centre and the matrix consist of ferromagnetic materials. In case of dot or antidot array, where 

either the scattering centres or the matrix are made up of non-magnet, a very small value should 

be assigned to the material parameters in order to avoid any unphysical solutions.  

 

 

 

……..(4.23) 

……..(4.24) 
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Chapter ͷ ͷ. Investigation of spin waves in Co/ NiFe exchange spring bilayer films using Brillouin light scattering 

 

5.1. Introduction 

The exchange spring systems are composite hard and soft magnetic systems, which are exchange 

coupled at their interface [1- 2]. They have been found to display characteristic structure in the 

magnetic hysteresis properties. The high saturation magnetization of the soft magnetic material 

and the high coercivity of the hard magnetic material improve the maximum energy product [3-5]. 

This high value of the maximum energy product and the information density that can be stored in 

a magnet make the exchange springs suitable candidates for the progress of both permanent 

magnets and recording media industry [6-8]. The strength of the exchange coupling interaction 

depends on the thickness of the soft magnetic material. When the thickness of the soft magnetic 

layer is small then the system behaves as a rigid magnet while for its higher thickness the system 

behaves as an exchange spring magnet. Therefore, the magnetic behaviors of the system are 

strongly influenced by the soft layer thickness, which allows the existence of three different 

magnetic regimes: the hard single-phase, the exchange coupled regime and the exchange 

decoupled regime. For all these behaviors, a decrease of coercivity is expected by increasing the 

soft layer thickness [5, 9]. However, in few cases an initial increase of coercivity has been 

observed, which finds no explanation [7, 10]. The understanding of this peculiar behavior is very 

important from the fundamental and technological viewpoints, allowing an improvement of the 

actual capabilities to finely tailor the properties of the material. In this respect understanding of 

surface and interface magnetism in multilayers is crucial. One of the proven methods for this is to 

probe spin waves as they are sensitive to exchange coupling and other effective fields in magnetic 

multilayer. Therefore, spin wave excitations in such systems reveal interlayer exchange, 

anisotropy energies and other important parameters. Spin wave investigations by light scattering 

experiments were reported in exchange coupled systems, e.g. Co/CoPt [11-12], 

FeTaN/FeSm/FeTaN [13], Co/Pd-NiFe [14]. On the other hand, time-resolved magneto-optical 
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Kerr effect measurements on FePt/NiFe exchange spring bilayers showed a strong variation in spin 

wave mode frequencies with variation of NiFe layer thickness due to the variation of exchange 

field and the ensuing spin twist structure in the NiFe layer [15]. Theoretical modelling of the spin 

twist structures in an exchange spring system and coupled multilayers have also been presented by 

several authors [16-18].  

In this chapter, we report the investigation of Brillouin light scattering (BLS) study in Co/ Ni80Fe20 

(Py) exchange spring bilayer systems with varying Py layer thickness. As opposed to the previous 

reports on magnetization dynamics in Co (100nm)/ Py (50nm) bilayer films [19-20] we have used 

much thinner ferromagnetic layers and attempted to increase the anisotropy of the Cobalt layer by 

elevating the substrate temperature during deposition to assist greater differences in magnetic 

parameters of the constituent layers of the exchange spring bilayer system. Here, we have 

addressed the phenomena occurring at the soft/hard interface and their relation with the magnetic 

properties of the system, such as the degree of soft/hard exchange coupling and the coercivity 

behavior as a function of the Py film thickness. 

5.2. Experimental Details 

The Co/Py bilayers were grown by dc magnetron sputtering onto self-oxidized silicon [100] 

substrates at 2×10−8 Torr base pressure. First a 10 nm Co layer was deposited from a Co target 

(99.99%) at a substrate temperature 500° C. The optimum value of the substrate temperature for 

the Co layer was determined by a careful investigation of the substrate temperature dependence of 

its coercivity. Py layers with thickness varying between 10 and 30 nm were then grown at room 

temperature from Py target (99.99%) on the Co layer. All deposition was performed at working 

pressure of about 10 mTorr and at a dc power of 400 W for Co and 350 W for Py. The topography 

and roughness of the films were measured by atomic force microscopy (AFM). The quasistatic 

magnetization reversal properties were measured using a longitudinal magneto-optic Kerr effect 

(MOKE) magnetometer using a He-Ne laser operating at 632.8 nm. Thermal magnons were 

measured in these bilayer films using BLS technique to investigate the role of interfacial exchange 

coupling (JI). BLS is a powerful technique for the investigation of spin waves in magnetic thin 

films (transparent or opaque), multilayers and patterned magnetic structures [21-23]. This 

technique relies on inelastic light scattering process due to interaction between incident photons 
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and magnons. Magnons are created or annihilated during the interaction with photons. A frequency 

shift is observed along with the laser frequency taking into account energy and momentum 

conservation. The BLS experiments were performed in backscattering geometry using a single-

mode solid state laser operated at 532 nm (wave number ki = 1.181×107 rad/m) and a Sandercock-

type six-pass tandem Fabry-Perot interferometer. It enables wave vector resolved measurements 

of the spin waves by changing the angle of incidence (θ) of the laser beam.  

5.3. Results and Discussions 

 

 

 

 

 

 

 

 In Fig. 5.1, AFM images show that the Co/Py bilayer films are continuous. It consists of 

interconnected grains with average grain size 10−20 nm and the sample roughness of the film 

varies between 1.7 and 3.1 nm with increasing Py film thicknesses. The surface consists of an 

arrangement of homogeneously distributed islands which has been formed during the intermediate 

growth state. The islands are not well separated but seem to be connected due to coalescence. 

The room temperature MOKE hysteresis loops measured within a laser spot size of about 

50 µm from the Co/Py bilayer films are shown in Fig. 5.2. The coercivity (HC) of the Co (10 nm)/ 

Py (t) films varies systematically as 435, 335, 159 and 132 Oe for t= 10, 20, 25, and 30 nm, 

respectively. We mentioned earlier that we intended to enhance the HC value of Co base layer by 

optimizing substrate temperature. 

 

 

Figure 5.1: AFM images of (a) Co (10nm)/ Py (10nm), (b) Co (10nm)/ Py (20 nm) bilayer films. 
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Significant increase in HC is found in the Co single layer film deposited at around 500° C substrate 

temperature (HC = 727 Oe) as compared with the Co film deposited on a substrate at room 

temperature (HC = 243 Oe). The enhanced coercivity of the Co layer in combination with its greater 

saturation magnetization and exchange stiffness constant is expected to have a greater influence 

on the exchange spring behavior of the bilayer samples. We observe that bilayers with Py layer 

thickness 25 nm have a more square-like hysteresis loop and the squareness suddenly decreases 

for Py layer thickness >25 nm. The laser spot penetrates about 12 nm (optical skin depth) down 

from the surface of the Py layer and thus, the MOKE data indicates that the top 12 nm of the Py 

layer is strongly exchange coupled with the Co layer for Py layer thickness up to 25 nm and beyond 

that the coupling becomes weaker. The coercive field of the Co (10 nm)/ Py (30 nm) bilayer is 132 

Oe, which is still much greater than a single Py layer, ensuring a significant contribution from the 

Co layer for the sample with a Py as thick as 30 nm. 

We have further studied thermally excited magnons to understand the effect of the interfacial 

exchange coupling in our exchange spring bilayers. Figure 5.3 shows the field dependence of BLS 

spectra for Co (10 nm)/ Py (25nm) sample. A bias magnetic field (H) was applied in the plane of 

the film and the angle of incidence (θ) was chosen as 45º, which results in a magnon wave number 

71067.1sin  ikq rad/m. 

 

Figure 5.2: Magnetic hysteresis loops for all the Co (10nm)/ Py (10−30nm) bilayer films measured with 

static MOKE experiment. 
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The BLS spectra reveal two distinct peaks in the bilayer films. Optical and acoustic spin wave 

modes were observed previously in a thicker bilayer film Co (100 nm)/ Py (50 nm) by Crew et al. 

[20]. However, our observed modes have different origin. The peak (-2.7GHz) near zero frequency 

is due to measurement artifact. 

 Further measurements reveal that the lower frequency mode has a pronounced dispersion 

with the in-plane wave vector (q) and it corresponds to the surface wave, which propagates in the 

film plane (Damon-Eshbach mode). On the other hand, negligible dispersion with q is observed 

for the higher frequency mode and it is identified as the volume mode, which propagates 

perpendicular to the surface of the film, also known as the perpendicular standing spin wave 

(PSSW). Experimental dispersion results of these two modes are shown in one of the insets of Fig. 

5.4. 

 

 

 

 

q

Figure 5.3: BLS spectra for Co (10nm)/ Py (25nm) film at different in-plane bias magnetic fields. Angle 

of incidence is θ = 45°. The measurement geometry is shown in the inset. 
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The bias field dependences of the two modes are shown in Fig. 5.4. Frequency of the lower mode 

becomes very small in low field regime (<200 Oe) and could not be reliably detected using the 

BLS experiment. Therefore, we concentrated on the higher frequency mode or the PSSW mode 

for field hysteresis in the low field regime from positive (all layers along the field direction) to 

negative field direction and it is shown in another inset of Fig. 5.4. A minimum of the frequency 

was observed at –25 Oe during the field hysteresis, which is a signature of the presence of an 

exchange coupling between the layers. For fields above –25 Oe the magnetization of the bilayer is 

parallel with the field direction. Therefore, a quantitative analysis for the bias field dependence of 

the surface wave frequency can be made by incorporating an effective exchange field (Hex) in H 

as exeff HHH  . The data were analyzed following the approach of Rezende et al. [24]. The 

authors have extended the theory of two magnon scattering by Arias and Mills [17] for non-zero 

wave vector (q ≠ 0) magnons. Neglecting uniaxial anisotropy field, the frequency of the magnons 

is given by 

 

q (107 rad/m)

5.1

5.2

Figure 5.4: Spin wave frequencies of mode 1 and mode 2 as a function of magnetic field for Co (10 

nm)/ Py (25 nm) film (symbols) along with the fits (line). Dispersions (f (q)) of the two modes have 

been shown in one of the insets. The symbols correspond to the experimental data while the lines joining 

the symbols are only guide to the eyes. Other inset shows the field hysteresis of mode 2 in low field 

regime. 
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where t, Ȗ, MS, A and φ are the thickness, gyromagnetic ratio, saturation magnetization, exchange 

stiffness constant of Py film and the angle of magnon wave vector in the film plane, respectively. 

Gyromagnetic ratio is connected to magneto-mechanical ratio g by Bg   where B is the Bohr 

magneton and  is the reduced Planck constant. Surface anisotropy (HS) is included in the 

effective magnetization (Meff) as SSeff HMM   44 . For C  , where the critical angle 

)4/(sin 1
SC MHH    , the spin waves are surface waves whereas  for  C   they are 

volume waves. The critical angle in our case is found to be 26° for H = 1600 Oe, which is the 

maximum field applied in this experiment. The data was fitted with Eqn. 5.1 using t = 25 nm, 

6103.1 A erg/cm and 05.104 SM  kG for Py while leaving Meff, g and φ as fitting 

parameters. The fitting yields 15.2g , 33 ° and 353.54 effM  kG. Larger g values have been 

observed before and can be explained by taking the bottom Co layer into account [25], while other 

parameters have reasonable values. We should mention here that the intensity of the magnon 

modes decreases with increasing magnetic field and the effect is more pronounced for the low 

frequency modes compared to the higher frequency modes discussed here. It is also in agreement 

with the previous observations [20]. The PSSW mode forms along the thickness of the bilayer film 

and is therefore sensitive to both the parameters for Py and Co layers in the Co (10 nm)/ Py (25 

nm) bilayer. Spin configuration varies across the bilayer and a rigorous theoretical model including 

the spin twist structure will be required for detailed analysis. Nortemann et al. have proposed a 

semiclassical numerical model for understanding the spin wave frequencies in this type of systems 

[16]. A qualitative analysis has been performed here assuming the bilayer as an effective single 

medium with a characteristic effective exchange constant ( 'A ) and saturation magnetization (
'
SM

). Subsequently, a model for the PSSW mode is deployed for that single layer film. Although this 

approach is based on coarse assumptions but it may provide useful and quick information about 

the long wavelength spin wave energies and the effect of the two coupled layers in a bilayer film 

[26]. Neglecting uniaxial anisotropy field, the frequency of the PSSW magnons is given by [27] 
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              …….(5.2) 

Here q is the wave vector perpendicular to the surface of the film defined as tnq  , where n 

represents the PSSW mode number and t is the thickness of the bilayer. For the data in Fig. 5.4, 

we have used t = 35 nm, 71067.1 q  rad/m and 15.2g , while
'
SM , 'A  and Meff  were used as 

fitting parameters in Eqn. 5.2. The fit yields, 202.124 ' SM  kG, 6' 1078.1 A erg/cm and 

046.44 effM kG. Interestingly, the value of the exchange constant is close to the weighted 

average of the exchange constants of the two layers which is )()('
CopyCoCoPypy ttAtAtA  . A 

similar result is also observed in the case of 
'
SM  value. The effect of coupling between the Py and 

Co layers is clear from this qualitative picture. A detailed analysis will be of future interest. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

We further noticed that the BLS linewidths (∆f) of the frequency peaks (f) increase significantly 

with decreasing Py layer thickness. Interfacial roughness may cause the exchange coupling to 

fluctuate at the nanoscale regime and the effect is stronger for thinner Py films [28]. This may 

broaden the linewidths of spin wave peaks as observed in our experiment. We have shown the 

 

5.3

Figure 5.5: Thickness dependence of ∆f × f for Co (10 nm)/ Py (t) films (symbols). A fit to Eq. (5.3) 

has also been shown (line). Inset shows the Lorentzian fit to experimental BLS spectrum obtained for 

Co (10 nm)/ Py (25 nm) film at H = 2800 Oe. 
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variation of ∆f × f as a function of Py thickness (t) in Fig. 5.5. Magnon linewidths and peak 

positions were calculated by fitting the peaks with Lorentzian function (inset of Fig. 5.5). We have 

extracted the coupling parameter from the magnon linewidth expression as given below [28] 
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Here p is fraction of defects, dA is the surface area, α is the angle between the moments of the 

two layers, ξ is a numerical factor, 
SMAD 2  and JI is the interfacial exchange energy. We fit 

the data in Fig. 5.5 with Eqn. 5.3 by assuming estimates from AFM data as p = 0.3, dA = 20 Å2, 

while 2cos  is assumed as 0.5. Numerical factor ξ may have small variation with film thickness 

but assumed as a constant in fitting for simplicity with an average calculated value of 0.55. JI is 

left as fitting parameter. The fit yields JI = 9.39 erg/cm2, which is equivalent to a local exchange 

coupling field 69.4 tMJH SII
 kOe for the bilayer with 25 nm Py thickness. This local field 

is much larger compared to the macroscopic field obtained from the experiment as the 

measurements are done within about 12 nm from the surface of the film and the exchange field 

drops exponentially from the interface as it penetrates within the Py layer. 

 

5.4. Conclusions 

In summary, Brillouin light scattering technique was applied to investigate exchange coupling 

behavior in Co/Py bilayer films. Coercivity of the bilayer films systematically decreases with 

increasing Py layer thickness. The coercivity behavior of the bilayers as a function of the deposited 

Py layer strongly depends on both the mechanism controlling the moment reversal and the 

phenomena occurring at the soft/hard interface. BLS spectra show the presence of surface and 

volume modes. Exchange coupling behavior is clearly observed from their analyses as a function 

of magnetic field. A model based on two magnon scattering is used to quantitatively analyze the 

linewidths of the spin waves from different bilayer films and interfacial exchange coupling 

parameter was deduced. Local exchange field was found to be much larger in comparison with 

measured macroscopic value. 
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Chapter  . Brillouin light scattering study of [Co/NiͺͲFeʹͲ]r multilayers with varying number of bilayer repetition 

 

6.1.  Introduction 

The potential impact in the flourishing areas of spintronic devices such as spin valves [1], spin 

transfer torque devices [2-3], magnetic random access memory [4] and magnonics [4–7] has 

stimulated considerable interest in the magnetization dynamics in ferromagnetic multilayers. Such 

systems have been found to display characteristic features in their magnetic properties, which are 

different from their constituent layers due to (i) interlayer interactions, (ii) interface anisotropies 

and (iii) different magnetic properties across the layers. In the last decade, there have been intense 

research activities in studying the magnetization dynamics in magnetic/non-magnetic multilayers 

[8–12], motivated by the fast evolution of high-density magnetic recording technology. 

Investigations of several structural and magnetic properties have been reported where magnetic 

interactions between the layers have been tuned by varying the layer thickness [10], the number 

of repetitions [9, 13] and also by changing the deposition conditions [14]. Practical magnetic 

devices require a combination of sensitivity to magnetic fields as well as an ability to control the 

magnetic state of the device precisely. However, these materials, in general, are plagued by large 

saturation fields and a magnetic structure that is very difficult to control in miniaturized devices. 

Therefore, the structures that are being developed for applications tend to be simple devices with 

metallic magnetic multilayers. Here the absence of a non-magnetic spacer leads to a strong 

interlayer coupling and thus the surface anisotropies at the interfaces are substantially affected by 

direct contact [15, 16]. 

 Due to its growing interest, ferromagnetic multilayers including exchange spring systems 

[17–20] have been widely investigated in recent years. In this article we will focus on 

ferromagnetic multilayers in general, where the interlayer exchange coupling leads to intriguing 

spin wave properties. In the literature, there are several studies on ferromagnetic multilayers with 

perpendicular magnetic anisotropy (PMA) [21–26], where different static and dynamic magnetic 
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properties have been reported including magnetic domain structure [24], damping [21, 23] and 

magnetic anisotropy [22, 24–26] which were studied using conventional magnetometry [24, 27], 

time-resolved magneto-optical Kerr effect (TR-MOKE) [21], ferromagnetic resonance (FMR) 

[22] and Brillouin light scattering (BLS) spectroscopy [24]. However, to the best of our 

knowledge, only a few experimental reports on ferromagnetic multilayers with in-plane 

anisotropy are present [28–31] in the literature. Most of the existing studies in these systems are 

mainly concerned with Fe/Ni [30, 31] and Co/Fe [28, 29] multilayers where the spin wave (SW) 

excitations show a strong dependence on the interlayer exchange coupling [31] and interface 

anisotropy [29], which can be varied by varying the layer thickness [31]. Nevertheless, a thorough 

study of the magnetic properties and their dependence on different structural and fabrication 

parameters are yet to be carried out. 

 Here, we present a comprehensive study of collective spin wave excitations in [Co/Ni80Fe20 

(Py)]r multilayers as a function of the number of bilayer repetition r. The effect of number of 

bilayer repetition on the evolution of dynamic magnetic properties has been studied earlier in 

Ni/Co multilayers with perpendicular magnetic anisotropy [23]. However, no such reports exist 

on the investigation of magnetization dynamics in all-ferromagnetic multilayers with in plane 

anisotropy. Here vibrating sample magnetometry (VSM) and BLS spectroscopy have been 

simultaneously exploited as complementary techniques to make a comparative study between the 

static and the dynamic magnetic properties of the studied structures. In the BLS spectra, a number 

of SW modes have been observed, which varied with the number of bilayer repetition. We have 

explained these multiple modes to be originated from surface and volume contributions with the 

aid of macrospin modelling. We have also calculated the dependence of the scattering intensity of 

the volume modes on the associated thickness. 

 

6.2.  Experimental Details 

[Co (10 nm)/Py (10 nm)]r multilayered films with r = 1, 2, 3 and 4 were grown onto self-oxidized 

Si [1 0 0] substrates (of dimensions about 1 cm × 1 cm) at room temperature at a base pressure of 

2 × 10−7 Torr, Ar pressure of 5 mTorr and applied dc voltages of 400 V for Co and 350 V for Py. 

Uniformity in the thickness of the layers was ensured by rotating the substrate at 10 rpm during 

deposition. The thicknesses of the Co and Py layers were so chosen to have in-plane magnetization 

of the films. The films were covered with a 5 nm SiO2 capping layer to prevent oxidation. The 
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topography and surface roughness of the films were measured by atomic force microscopy 

(AFM). The magnetization curves were measured using VSM at room temperature. Thermal 

magnons in the samples were investigated using BLS spectroscopy in the backscattered geometry 

[32-33]. The main advantage of BLS is the possibility to observe SWs with varying magnitude 

and orientation of their wave vectors. The measurements were performed at room temperature in 

the magnetostatic surface wave geometry (i.e., MSSW or Damon Esbach geometry) using a 

single-mode solid state laser operated at 532 nm and a Sandercock-type six-pass tandem Fabry–

Perot interferometer (FPI) [34]. Here the incident light undergoes inelastic scattering from the 

magnons owing to the conservation of energy and momentum. Cross polarizations between the 

incident and the scattered beams were adopted in order to minimize the phonon contribution to 

the scattered light. The magnetic field H was applied in the plane of the sample and perpendicular 

to the plane of light incidence. The BLS spectra were recorded for different values of the wave 

vector by changing the angle of incidence (θ) of the laser beam. Therefore the orientation of the 

magnetization is perpendicular to the direction of the transferred wave vector q of the detected 

magnons (MSSW geometry). At wave vectors accessible by light-scattering experiments both 

exchange and dipolar interactions may contribute to the spin wave excitations, and their interplay 

can be studied. 

 

6.3.  Results and Discussions 

 

 

 

 

 

 

 

 

 

  Figure 6.1: AFM images of [Co (10 nm)/Py (10 nm)]r multilayers for a) r=1 and b) r=4. 
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The AFM images of [Co/ Ni80Fe20 (Py)]r multilayers are shown in Fig. 6.1 for r = 1 and r = 4. The 

results reveal the presence of well inter-connected grains in both cases. However, a marked 

increase in the average grain size from 13 nm  for r = 1 to 24 nm  for r = 4 is observed with 

increasing r. This indicates improved crystalline structure for higher r, which eventually 

determines the magnetic properties as will be discussed later in this article. The magnetization 

curves of the multilayers, measured at room temperature by VSM, for magnetic field applied 

parallel to the film plane, is shown in Fig. 6.2. 

 

 

 

 

 

 

 

 

 

The results show nearly square shape of the VSM loops, which confirms that the in-plane direction 

is the easy direction. Here, the increase in coercive field, from 113 to 205 Oe upon increasing r, 

signals the increase in the in-plane anisotropy, stabilizing the in-plane orientation of the 

magnetization. 

Figure 6.3a shows the BLS spectra (normalized to the reference beam intensity) for all the samples 

taken for SW wave vector q = 1.1 × 107 rad/m (angle of incidence θ = 28°). The measurement 

geometry is shown in the inset. In BLS technique, the magnetic excitations within the sample 

interact with the incident light resulting in a frequency shifted scattered beam. From the 

conservation of in-plane wave vector, SW wave vector is given by sin2 inkq  . 
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Figure 6.2: Magnetic hysteresis loops of [Co (10 nm)/Py (10 nm)]r multilayers, measured for the 

magnetic field applied parallel to the film plane. Different cycles refer to samples with different 

numbers of repetition (r). 
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A bias magnetic field (H) of 1000 Oe was applied in the plane of the sample and the free spectral 

range (which is the scanning range as well) was chosen as 50 GHz by fixing the mirror spacing of 

FP1 as 3 mm. Therefore, the frequency resolution of the BLS setup, which is limited by the 

instrumental linewidth, is found to be 0.4 GHz from the width of the elastic peak. The applied field 

of 1000 Oe is large enough to saturate the sample magnetization within the plane of the sample as 

evident from Fig. 6.2. The BLS spectra reveal two distinct peaks for r = 1, whereas for r = 2 and 

3, three peaks are found. In contrary, the number of modes for the sample with r = 4 appears to be 

five. Figure 6.3b shows similar BLS spectra taken at zero wave vector (normal incidence), which 

corresponds to the Kittel mode. The significance of the Kittel mode lies in the fact that the SW 

spectra are not affected by the dispersion of the individual mode. Here, the spectra are similar to 

those in Fig. 6.3a except for r = 3, where one additional mode has appeared in the spectra. To 

understand the nature of these modes, wave vector resolved measurements were performed by 

changing the angle of incidence (θ) of the laser beam w.r.t. the sample plane. 
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Figure 6.3: BLS spectra for [Co (10 nm)/Py (10 nm)]r multilayers with r = 1–4 taken for (a) q = 1.1 × 

107 rad/m and (b) q = 0. The measurement geometry is shown at the inset of (a) where the parameters 

are the same as described in the text. The arrows indicate the spin wave peak frequencies. 
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In Fig. 6.4a–d, the SW frequencies are plotted as a function of the SW wave vector for the samples 

with r = 1, 2, 3 and 4. Depending on the evolution of mode frequencies with respect to the in-plane 

wave vector, the detected modes are identified and labeled. The dispersion curves of the modes 

reveal that the lower frequency mode has a pronounced dispersion with the in-plane wave vector 

(q) and it corresponds to the magnetostatic surface wave, which propagates in the film plane 

(Damon–Eshbach (DE) mode). This mode can also be identified by its typical non reciprocal 

nature in Fig. 6.3a. On the other hand, negligible dispersion with wave vector are observed for the 

higher frequency modes and they are identified as the volume modes, also known as the 

perpendicular standing spin waves (PSSW). Similar results were also found in other works on 

ferromagnetic multilayers [29-30]. Note here, that in the BLS spectra (Fig. 6.3a), some of the 

PSSW modes also show asymmetry in the BLS intensity of Stokes and anti-Stokes sides. This 
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Figure 6.4: Measured spin wave frequencies (symbols) as a function of in-plane wave vector for the 

[Co (10 nm)/Py (10 nm)]r multilayers with (a) r = 1, (b) r = 2, (c) r = 3 and (d) r = 4, respectively. The 

solid lines are calculated frequencies. 
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behavior for PSSW mode is found in other BLS reports as well [11, 29]. However, the detailed 

understanding of this asymmetry in the PSSW mode is still missing in the literature. 

 The nature of the SW excitations in these samples can be understood as follows. When two 

or more ferromagnetic layers are placed in direct contact, a strong coupling between the layers 

(including dipolar and exchange) is to be expected which affects the dynamic magnetization. This 

coupling results in a magnetostatic stack surface wave mode, which is localized at the outermost 

surfaces of the multilayer stack and can be recognized by its typical non reciprocal nature. This 

mode is affected by the interface anisotropy [29] and its amplitude decreases exponentially away 

from the surface. On the other hand, the spectrum of the SW propagating perpendicular to the film 

plane is modified due to the broken translational invariance in the vicinity of the film surfaces. 

Thus, a quantization effect appears and the wave vector is given by: 

d

n
q


   

                                                                                                                      …….(6.1) 

where d is the thickness of the film and n = 1, 2, 3…., denotes one or more nodes along the 

perpendicular axis (the number of nodes can be used to label the PSSW). The profile of the 

dynamic part of the magnetization m in the nth mode can be written as follows: 
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Equation 6.2 describes a standing mode consisting of two counter propagating waves with 

quantized wave vectors. We note here that due to the truncation of the cosine function at the film 

surfaces, qz, n is not a true wave vector.  

 To explore the origin of the observed modes for r = 1 and to extract the magnetic 

parameters, we performed a quantitative analysis using an effective medium approach, where the 

entire multilayer stack is assumed to be an effective single medium with a characteristic effective 

exchange constant (A) and a saturation magnetization (MS). In earlier studies on ferromagnetic 

multilayers, the spin wave modes were analyzed considering the magnetic properties of each layer 

[29, 35-36]. To apply this model, bulk and interfacial properties of each layer as well as appropriate 

boundary conditions are required. Furthermore, detailed theoretical calculation is needed to 

identify the origin of modes. The use of this approach is beyond the scope of this paper. The 
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effective medium approach, on the other hand, was used in earlier investigations on ferromagnetic 

bilayers [24-25]. Although, the exact estimation of interlayer exchange constant and interface 

anisotropy is not possible, this approach explains the magnetization dynamics in all-ferromagnetic 

multilayers reasonably well as will be discussed later in this article. Here, the DE mode was 

analyzed by using the following expression: 
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where Ȗ, H, MS, A, d and φ are the gyromagnetic ratio, applied magnetic field, saturation 

magnetization, exchange stiffness constant, thickness of the film and the angle of magnon wave 

vector in the film plane, respectively. Gyromagnetic ratio is connected to magneto-mechanical 

ratio g by Bg   where 
B is the Bohr magneton and  is the reduced Planck’s constant. Surface 

anisotropy field (HS) is included in the effective magnetization (Meff) as SSeff HMM   44 . The 

data in Fig. 6.4a was fitted with Eq. 6.3 using 6107.1 A erg/cm and MS= 1000 emu/cc while 

leaving d, Meff, g and φ as fitting parameters. The fitting yields φ=71°, Meff = 540 emu/cc, d = 20 

nm and g = 1.86.  

 On the other hand, the frequency for the PSSW mode is given by 
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Here, the wave vector is perpendicular to the surface of the film defined by Eqn 6.1. Using the 

same parameters as above yields d = 20 nm and n = 1. This implies that the PSSW mode is confined 

across the first bilayer thickness. We label these modes as PSSW1 owing to its confinement in a 

single bilayer. To further justify the validity of our approach, we calculated the frequency of 

PSSW1 for n = 2 using the same magnetic parameters. The calculated frequency comes out to be 

larger than 80 GHz, which is beyond our scan range. Therefore, this mode is not expected to be 

observed, which is in good agreement with our experimental finding. We tried to access higher 

frequency range by reducing the mirror spacing, but as the amplitude of these modes decreases 

with the increase in the mode number, this mode could not be detected. 

 Figure 6.4b demonstrates the dispersion curves for r = 2. Here also the lowest mode is 

identified as the DE mode, which after fitting with Eqn. 6.3 yields g = 2.1, ϕ = 56°, Meff = 560 
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emu/cc and d = 23 nm. The other parameters are kept same as r = 1. This indicates that the surface 

mode is still confined in the first (top) bilayer. The other two modes show dispersionless behavior 

and are identified as PSSW modes. Interestingly, the mode near 15 GHz shows some intensity 

asymmetry in the Stokes and Anti-Stokes peaks (Fig. 6.3a), which is reversed when the bias field 

is reversed. This nonreciprocity is not well understood yet and can be a topic of future study. We 

fitted the PSSW modes with Eqn. 6.4 using the same parameters applied for DE mode. The fitting 

yields that the mode near 15 GHz is PSSW2 (confined within two bilayers) with n = 1, whereas 

the mode near 30 GHz is PSSW2 with n = 2. It is worth mentioning here, that the latter mode (near 

30 GHz) may correspond to PSSW1 with n = 1 as well, similar to the case with r = 1. Therefore 

this mode may belong to different harmonics of PSSW1 and PSSW2. As a second step of our 

investigation, we further calculated the frequency of PSSW2 with n = 3. The calculations yield 

that the frequency of PSSW2 with n = 3 lies near 50 GHz. Therefore this mode was not observed 

due to their low amplitude and consequently the poor signal to noise ratio. The above explanation 

gives another proof that the assumptions are in support to our observed behavior. 

 The spectrum for r = 3 is similar to that for r = 2 as presented in Fig. 6.4c. Here also the 

lowest mode is DE mode, which after fitting with Eqn. 6.3 gives g = 2.14, ϕ = 46°, Meff = 650 

emu/cc and d = 23 nm. The fitting parameters reveal that here also the DE mode is confined 

primarily in the first bilayer. One discernible difference between r = 2 and r = 3 is that the value 

of Meff increases with the number of bilayer repeat. Here also, one PSSW mode is observed near 

30 GHz, which is identified as PSSW3 (mode confined in three bilayers) with n = 3. Note here 

that this mode may be a superposition of three harmonics, namely, PSSW1 with n = 1, PSSW2 

with n = 2 and PSSW3 with n = 3. The mode near 20 GHz is PSSW3 with n = 2. Further 

calculations reveal that PSSW3 with n = 1 lies near 12 GHz. Therefore this mode was observed 

for low wave vectors (Fig. 6.3b), but not for higher wave vectors where it lies within the tail of the 

DE mode. Again, the mode PSSW3 with n = 4 (near 47 GHz) was not observed due to similar 

reason as for r = 2. 

 In case of the sample with r = 4, the number of modes changes to five as shown in Fig. 

6.4d. Here, the lowest mode is no longer the DE mode and shows a dispersionless behavior. Rather, 

the higher frequency mode characterizes the DE mode with the magnetic parameters given by g = 

1.8, ϕ = 53°, Meff = 828 emu/cc and d = 40 nm as obtained from fitting with Eqn. 6.3. Therefore, 

here the DE mode penetrates down to almost two bilayers. By fitting the recorded frequency values 
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for the other peaks (PSSW modes) we find that the frequencies near 10 GHz and 15 GHz are 

PSSW4 with n = 1 and n = 2, respectively. The other two modes observed near 21 GHz and 30 

GHz are identified as PSSW4 with n = 3 and n = 4, respectively. Here also PSSW4 with n = 2 is 

observed for lower wave vectors only when it is not suppressed by the DE mode (Fig. 6.3b). In 

addition, the frequency of PSSW4 with n = 1 lies very close to that of PSSW1 with n = 1, PSSW2 

with n = 2 and PSSW3 with n = 3. Similarly, PSSW4 with n = 2 corresponds to PSSW2 with n = 

2. 

 

 

 

 

 

 

 

 

 

The above modeling of the frequency versus wave vector dispersion using an effective medium 

approach shows that there is an enhancement of the in-plane anisotropy (reflected in the effective 

magnetization Meff) with increasing r. This is also apparent from the BLS spectra of both the DE 

mode (Fig. 6.3a) and Kittel mode (Fig. 6.3b) which showed increase in frequency with increasing 

r. The variation in Meff  is shown in Fig. 6.5, which is also in qualitative agreement with the VSM 

results. The reason for this enhancement can probably be attributed to an overall improvement of 

multilayer quality with increasing r as is also supported by the AFM results, which in turn 

improves the in-plane anisotropy. Therefore a detailed study of such systems with higher repeat 

numbers will be of future interest. 

It may further be noted that in case of the PSSW modes with the same mode number, a 

larger BLS intensity is observed for the modes which are confined in larger number of bilayers 

and vice versa. This is evident in the BLS spectra of Kittel mode (Fig. 6.3b) where PSSW3 with n 

Figure 6.5: Dependence of effective magnetization on the number of repeats (r). The line is a guide to 

the eyes. 
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= 1 and PSSW4 with n = 1 are also observed. Consequently, for PSSW1, only the mode with n = 

1 is observed whereas for PSSW4, upto n = 3 is observed. In order to interpret this, we have 

explored the dependence of BLS intensity I(d) of a PSSW mode on the corresponding thickness d 

following the approach of Jorzick et al [37]. As mentioned earlier, the profile of the dynamic part 

of the magnetization m in the nth mode has a cosine like shape (see Eqn. 6.2). Therefore, the 

intensity, which is essentially determined by the scattering cross-section, can be obtained from 

     
22/

2/

2
exp. dziqzzmmdI

d

d

q  


 
 

                                                                …….(6.5) 

Substituting Eqns. 6.1 and 6.2 in the above equation and performing some analytical calculations, 

we find that I(d) is proportional to d2 which agrees well with our experimental observations. 

 

6.4.  Conclusions 

In conclusion, we have investigated the quasistatic and dynamic magnetic properties of [Co/Py]r 

multilayers with a varying number of bilayer repetition r using VSM and BLS techniques. The 

VSM results reveal a systematic increase of in-plane anisotropy with increasing repeat number. 

The BLS results show rich spectra of spin wave modes, which depend strongly on bilayer repeat. 

The origin of the modes were analyzed in detail using an effective medium approach, which 

reveals that for each film there is one mode showing a pronounced dispersion with respect to the 

transferred wave vector, which corresponds to the magnetostatic surface wave (DE) mode 

confined in upper surface of the stack. The modes showing no noticeable dispersion are 

interpreted as PSSW modes with different mode numbers. The frequencies of the other PSSW 

modes with higher mode numbers are calculated and compared with the experimental results. The 

extracted values of effective magnetization in different samples also mirrors the trend found in 

VSM results. It is observed that the intensity of the PSSW mode depends on the corresponding 

thickness and the relation between them has been established. Finally, the tunability of in-plane 

magnetic anisotropy of these simple ferromagnetic multilayer structures is important for various 

spintronic and magnonic devices. 
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Chapter  . All-optical study of ultrafast spin dynamics in [Co/Pd]/NiFe exchange spring systems with tunable tilted anisotropy 

 

7.1. Introduction 

Non-uniform magnetic structures, including exchange bias (ferromagnet/antiferromagnet) [1-2] 

and exchange-spring (ferromagnet/ferromagnet) [3–6] systems, have recently been explored 

extensively on account of their intrinsic advantages for applications in both permanent magnets 

and recording media. Exchange-spring (ES) magnets are systems of exchange-coupled hard and 

soft magnetic layers that behave as a single magnet. Here, the high saturation magnetization (MS) 

of the soft phase and the high anisotropy (Hk) of the hard phase result in a large increase in the 

maximum energy product. This makes them useful as permanent magnets in energy applications 

such as engines for generators in miniaturized devices. On the other hand, for spintronic 

applications, the soft phase is used to improve the writability of the magnetic media, which in turn 

is stabilized by the magnetic configuration of the hard layer. Consequently, a wealth of research 

has been devoted to investigate the static and dynamic magnetic properties, including the switching 

behavior and exchange coupling strength, in ES systems. 

 In case of ES systems with tilted anisotropy, the hard and soft phases consist of materials 

with out-of-plane (OOP) and in-plane (IP) anisotropies, respectively. This combination results in 

a canting of the magnetization of the soft layer with a wide and tunable range of tilt angles. The 

advantage of such a hybrid anisotropy system is that it is neither plagued by the poor writability 

and thermal instability of systems with IP anisotropy, nor does it lead to very high switching fields, 

as in OOP systems. As a result, these materials provide additional degrees of freedom to control 

the magnetization dynamics in magnetic nanostructures, and hint at potential applications in novel 

spintronic devices utilizing the spin-transfer torque (STT) effect—such as spin-torque oscillators 
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(STOs) [7-8] and spin transfer torque magnetoresistive random access memories (STT-MRAMs). 

In this context, the film surface quality and the interfacial mixing play a crucial role, which in turn 

affect the overall magnetic response of the system, including the exchange coupling strength. For 

example, the presence of interfacial defects may lead to an increase in magnetic damping, whereas, 

the chemical and structural properties of the elemental layers (material properties, layer 

composition etc.) characterize the spin wave properties. 

 So far, numerous studies have been performed on such systems where the exchange 

coupling between the hard and soft layers has been tailored by varying the layer thickness [9-10], 

layer composition [11], number of repeats [12], and interfacial anisotropy [10]. The literature 

describes investigations of domain structure and other static magnetic properties for [Co/Pd]/Co 

[13], [Co/Pd]/NiFe [9,11,13-14], [Co/Pd]/CoFeB [12-13,15], [Co/Pd]–Co–Pd–NiFe [10],  

[Co/Ni]/NiFe [16] and CoCrPt–Ni [17]—these systems being studied with static magnetometry, 

magnetic force microscopy (MFM), and micromagnetic simulations. The magnetization dynamics 

in such systems have also been measured using Brillouin light scattering (BLS) [11,15] and 

ferromagnetic resonance (FMR) [14] experiments, where the spin wave (SW) modes have been 

investigated by varying the thickness of the soft layer and changing the configuration of the hard 

layer. In any process involving magnetization dynamics, the Gilbert damping constant (α) plays a 

key role in optimizing writing speeds and controlling power consumption. For example, in case of 

STT-MRAM and magnonic devices, low α facilitates a lower writing current and the longer 

propagation of SWs, whereas a higher α is desirable for increasing the reversal rates and the 

coherent reversal of magnetic elements, which are required for data storage devices. 

 In this chapter, we present all-optical excitation and detection of magnetization dynamics 

in [Co (0.5 nm)/Pd (1 nm)]5/NiFe (t) tilted anisotropy ES systems, with varying soft layer thickness 

(t), using a time-resolved magneto-optical Kerr effect (TR-MOKE) magnetometer. The dynamical 

magnetic behavior of similar systems has previously been studied using BLS [11] and FMR [14] 

measurements. However, a detailed study of the precessional magnetization dynamics and 

relaxation processes in such composite hard/soft systems is yet to be carried out. The advantage of 

implementing TR-MOKE is that here the magnetization dynamics can be measured on different 

time scales and the damping is measured directly in the time domain, and is therefore more reliable. 

We investigate the ultrafast magnetization dynamics over sub-picosecond time scales. The 
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ultrafast demagnetization is examined and found to change due to the modified spin structure in 

the soft layer for different t values. The extracted SW spectra are strongly dependent on t. An 

extensive study of the damping coefficient reveals that the extrinsic contribution to the damping 

is more dominant in the higher thickness regime, while intrinsic mechanisms govern the behavior 

at lower thicknesses. 

7.2. Experimental Details 

7.2.1. Sample Fabrication 

The samples were fabricated using dc magnetron sputtering and have the following structure: Ta 

(5 nm)/Pd (3 nm)/[Co (0.5nm)/Pd (1 nm)]5/Ni80Fe20 (t)/ Ta (5 nm), where t =4–20 nm. The chamber 

base pressure was below 3×10-8 Torr, while the Ar work pressure was 2 and 5 mTorr for the Ta, 

NiFe and Co, Pd layers, respectively. The samples were deposited at room temperature on naturally 

oxidized Si (100) substrates. The 5 nm Ta seed layer was used to induce fcc-(111) orientation in 

the Pd layer, which improves the perpendicular magnetic anisotropy of the Co/Pd multilayers; a 

Ta cap layer was used to avoid oxidation, which has been reported in previous studies [9-10,13]. 

The layer thicknesses are determined from the deposition time and calibrated deposition rates. 

7.2.2. Measurement Technique 

The surface morphology and the chemical compositions of the thin films were characterized using 

atomic force microscopy (AFM) and energy dispersive X-ray (EDX) spectroscopy, respectively. 

The static magnetic properties were investigated using vibration sample magnetometer (VSM) at 

room temperature, as presented in Fig. 7.1. 

 To investigate the precessional frequency and damping of these samples, the magnetization 

dynamics were measured by using an all-optical TR-MOKE magnetometer [18] based on a two 

color optical pump-probe experiment. The measurement geometry is shown in Fig. 7.2a. The 

magnetization dynamics was excited by laser pulses of wavelength (Ȝ) 400 nm (pulse width =100 

fs, repetition rate= 80 MHz) of about 16 mJ cm-2 fluence and probed by laser pulses with Ȝ= 800 

nm (pulse width = 88 fs, repetition rate= 80 MHz) of about 2 mJ cm-2 fluence. The pump and probe 

beams are focused using the same microscope objective with N.A. of 0.65 in a collinear geometry. 

The probe beam is tightly focused to a spot of about 800 nm on the sample surface and, as a result, 
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the pump becomes slightly defocused in the same plane to a spot of about 1 µm. The probe beam 

is carefully aligned at the center of the pump beam with slightly larger spot size. Hence, the 

dynamic response is probed from a homogeneously excited volume. The bias field was tilted at 

around 15° to the sample normal (and its projection along the sample normal is referred to as H in 

this article) in order to have a finite demagnetizing field along the direction of the pump beam. 

This field is eventually modified by the pump pulse which induces precessional magnetization 

dynamics in the samples. The Kerr rotation of the probe beam, back-reflected from the sample 

surface, is measured by an optical bridge detector using phase sensitive detection techniques, as a 

function of the time-delay between the pump and probe beams. Figure 7.2b presents typical time-

resolved Kerr rotation data from the ES sample with t = 7.5 nm at a bias field H =2.5 kOe. The 

data shows a fast demagnetization within 500 fs and a fast remagnetization within 8 ps, followed 

by a slow remagnetization within 1800 ps. The precessional dynamics appear as an oscillatory 

signal above the slowly decaying part of the time-resolved Kerr rotation data. This part was further 

analyzed and a fast Fourier transform (FFT) was performed to extract the corresponding SW 

modes, as presented in Fig. 7.2c. 

 The obtained spin wave dynamics was further compared with the results obtained from the 

BLS technique. BLS measurements were performed in the backscattering geometry, where a 

monochromatic light of 532 nm wavelength was focused onto the sample surface. The light is then 

inelastically scattered from thermally excited SWs. Frequencies of the backscattered light were 

analyzed by a Sandercock-type (3 + 3)-pass Fabry–Perot interferometer. The magnetic field H was 

applied in the plane of the sample and perpendicular to the plane of light incidence. The 

measurements were performed for zero SW wave vector, i.e., the Kittel mode. 
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7.3. Results and Discussions 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The AFM images for t = 5.5 nm, 7 nm and 20 nm samples are shown in Fig. 7.1a. The measured 

root mean square (RMS) roughness was approximately 0.14 nm, 0.16 nm and 0.27 nm, 

respectively. Figure 7.1b shows the out of plane (OOP) and in-plane (IP) hysteresis loops for the 

samples with t = 5.5 nm, 7 nm and 20 nm. For t = 5.5 nm, the OOP loop is nearly square with large 

 

(c)
Si

3.0 6.0 9.0 keV

Pd

NiL

CoL

FeL

FeK NiK
NiK

C
o

u
n

ts
 (

a
.u

.)

Energy

0 5 µm 0 5 µm 0 5 µm 

t = 5.5 nm t = 7 nm t = 20 nm(a)

Min

Max

-15 -10 -5 0 5 10 15

-1.0

-0.5

0.0

0.5

1.0

 In Plane

 Out of 

         Plane

 

 (
M

/M
S

 )

Field (kOe)

t = 5.5 nm

-15 -10 -5 0 5 10 15

-1.0

-0.5

0.0

0.5

1.0

t = 20 nm
 In Plane

 Out of 

         Plane

 (
M

/M
S

 )

Field (kOe)

 

(b)

-15 -10 -5 0 5 10 15

-1.0

-0.5

0.0

0.5

1.0

 Field (kOe)

(M
/M

s
)

 

 

t = 7 nm

Figure 7.1: (a) In plane AFM images and (b) magnetic hysteresis loops (in-plane and out of plane) for the 

exchange spring systems with t = 5.5 nm, 7 nm, 20 nm. (c) Typical EDX spectrum of the exchange spring 

systems. 
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remanence, relatively small saturation field, and large coercivity, whereas the IP loop displays 

characteristic hard axis behavior. This indicates that the thin NiFe layer is rigidly coupled to the 

Co/Pd MLs during reversal. In contrast, for t = 20 nm, the IP loop shows easy axis behavior, with 

a decrease in coercivity and saturation field. The OOP loop, interestingly, shows the behavior of a 

typical two phase system. This indicates a non-uniform spin distribution within the system, as will 

be shown later in this article. The hysteresis loops for t = 7 nm, show nearly isotropic behavior, 

signaling a cancellation of the IP and OOP anisotropy, which is intermediate of t = 5.5 nm and t = 

20 nm samples. A typical EDX spectrum for one of the samples is presented in Fig. 7.1c. As found 

from EDX analysis, the Ni: Fe ratio of the top layer is about 80 : 20, which is close to the nominal 

value. 
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Figure 7.2: (a) Schematic of the two-color pump-probe measurement of the time-resolved magnetization 

dynamics of exchange-spring systems. The bias field is applied with a small angle to the normal of the 

sample plane. (b) Typical time-resolved Kerr rotation data revealing ultrafast demagnetization, fast and 

slow relaxations, and precession of magnetization for the exchange-spring system with t = 7.5 nm at H 

=2.5 kOe. (c) FFT spectrum of the background-subtracted time-resolved Kerr rotation. (d) Variation of 

demagnetization time with t. 
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In order to closely observe the ultrafast demagnetization and fast remagnetization, we recorded the 

transient MOKE signals for delay times up to 30 ps at a resolution of 50 fs. In Fig. 7.2d, the 

demagnetization times are plotted as a function of t. We observe that the demagnetization is fastest 

in the thinnest NiFe layer (t= 4 nm) and increases sharply with the increase in t, becoming constant 

at 500 fs at t = 5 nm. At t = 10 nm, it decreases drastically to 400 fs and remains constant for 

further increases in t. For t < 5 nm, the laser beam penetrates to the Co/Pd layer. In this regime, 

the large spin–orbit coupling of Pd enhances the spin-flip rate, resulting in a faster demagnetization 

process. As t increases, the top NiFe layer is primarily probed. Here, the spin configuration across 

the NiFe layer, which is further affected by the competition between the IP and the OOP 

anisotropies of the NiFe and [Co/Pd] layers, governs the demagnetization process. Qualitatively, 

ultrafast demagnetization can be understood by direct transfer of spin angular momentum between 

neighboring domains [19-20], which may be explained as follows: for t > 8 nm, the magnetization 

orientation in the NiFe layer varies over a wide range of angles across the film thickness, where 

the magnetization gradually rotates from nearly perpendicular at the Co/Pd and NiFe interface to 

nearly parallel to the surface plane in the top most NiFe layer. Such a spin structure across the 

NiFe layer thickness can be seen as a network of several magnetic sublayers, where the spin 

orientation in each sublayer deviates from that of the neighboring sublayer. This canted spin 

structure accelerates the spin-flip scattering between the neighboring sublayers and thus results in 

a shorter demagnetization time, similar to the work reported by Vodungbo et al. [19]. On the other 

hand, for 5 nm < t < 8 nm, the strong out-of plane anisotropy of the Co/Pd layer forces the 

magnetization in the NiFe film towards the direction perpendicular to the surface plane, giving rise 

to a uniform spin structure. The strong coupling reduces the transfer rate of spin angular 

momentum and causes the demagnetization time to increase. Investigating the variation of the 

precessional dynamics with t, we further recorded the time-resolved data for a maximum duration 

of 2 ns at a resolution of 10 ps. 
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Figure 7.3a shows the background subtracted time-resolved Kerr rotation data for different values 

of t at H = 2.5 kOe and the corresponding FFT power spectra. Four distinct peaks are observed in 

the power spectrum of t = 20 nm, which reduces to two for t = 15 nm. This is probably due to the 

 

Figure 7.3: (a) Background-subtracted time-resolved Kerr rotation and the corresponding FFT spectra 

for samples with different t values at H =2.5 kOe. The black lines show the fit according to Eqn. 7.1. 

(b) Simulated static magnetic configurations for samples with t = 20, 10, and 6 nm with a bias field H 

= 2.5 kOe in the experimental configuration. The simulated samples are not to scale. The color map is 

shown at the bottom of the figure. 
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relative decrease in the non-uniformity of the magnetization across the NiFe thickness, which 

agrees with the variation in the demagnetization time, as described earlier. To confirm this, we 

simulated the static magnetic configurations of these samples in a field of H = 2.5 kOe using the 

LLG micromagnetic simulator [21]. Simulations were performed by discretizing the samples in 

arrays of cuboidal cells with two dimensional periodic boundary conditions applied within the 

sample plane. The simulations assume the Co/Pd multilayer as an effective medium [22] with 

saturation magnetization MS = 690 emu/cc, exchange stiffness constant A = 1.3×10-6 erg/cm and 

anisotropy constant Ku1 = 5.8 Merg cm-3 along the (001) direction, while the material parameters 

used for the NiFe layer were MS = 800 emu/cc, A = 1.3×10-6 erg/cm, and Ku1 = 0 [23]. The interlayer 

exchange between Co/Pd and NiFe is set to 1.3×10-6 erg/cm and the gyromagnetic ratio g = 18.1 

MHz/Oe is used for both layers. The Co/Pd layer was discretized into cells of dimension 5×5×2 

nm3 and the NiFe layer was discretized into cells of dimension 5×5×1 nm3. The results are 

presented in Fig. 7.3b for t= 20, 10, and 6 nm samples. The non-uniform spin structure is prominent 

in the NiFe layer of the t = 20 nm sample, which modifies the SW spectrum of this sample, giving 

rise to the new modes [23]. With the reduction of t, the spin structure in the NiFe layer gradually 

becomes more uniform, while at t= 7.5 nm it is completely uniform over the whole thickness 

profile. Hence, for low values of t, the power spectra show a single peak due to the collective 

precession of the whole stack. 

 

 

 

 

 

 

 

 

 

 

Figure 7.4: (a) Dependence of spin wave frequency on NiFe layer thickness (t) at a magnetic field of 

2.5 kOe. The inset shows the frequency dependence on t when the magnetic field (of 2.5 kOe) is applied 

in-plane, as obtained from BLS measurements. (b) Evolution of Gilbert damping constant as a function 

of t at H = 1.3 kOe (green circles) and 2.5 kOe (violet circles). 
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The variation in precession frequency with t is plotted in Fig. 7.4a. The frequency of the most 

intense mode shows a slow decrease down to t = 7.5 nm, below which it increases sharply down 

to the lowest thickness t = 4.5 nm, exhibiting collective precessional dynamics. This mode is 

basically the uniform mode of the system and follows Kittel's equation [24]. The variation in 

frequency depicts the evolution of the effective anisotropy from OOP to IP with increasing t, which 

is in agreement with previously reported results [14]. For lower t, the system displays an OOP easy 

axis, owing to the strong OOP anisotropy of the Co/Pd multilayer. This is manifested as a sharp 

increase in the frequency with decreasing t below 7.5 nm. For greater thicknesses, the effect of the 

perpendicular anisotropy of the Co/Pd multilayer gradually decreases and the effect of the in-plane 

NiFe becomes more prominent. These two anisotropies cancel near t = 7.5 nm, resulting in a 

minimum frequency, as shown in Fig. 7.4a. In the inset of Fig. 7.4a, the frequency vs. t plot 

measured using BLS technique is presented. In BLS measurements a magnetic field of 2.5 kOe 

(same in magnitude as in TR-MOKE measurements) is applied in the plane of the samples and the 

frequencies are recorded at zero wave vector (Kittel mode). The results reveal an increase in the 

frequency with increasing t. This, in turn, implies an enhancement of the IP anisotropy with 

increasing t, which is in complement with the TR-MOKE results. 

 To extract the damping coefficients, the time domain data was fitted with an exponentially 

damped harmonic function given by Eqn. 7.1. 

      


fteMtM

t

2sin0  
 
                                                                                   ……..(7.1) 

where the relaxation time τ is related to the Gilbert damping coefficient α by the relation τ = 

1/(2πfα). Here, f is the experimentally obtained precession frequency and ϕ is the initial phase of 

the oscillation. The fitted data for various values of t is shown by the solid black lines in Fig. 7.3a. 

We did not extract the values of α for t = 15 and 20 nm due to the occurrence of multimode 

oscillations, which may lead to an erroneous estimate of the damping. The extracted α values are 

plotted against t in Fig. 7.4b for two different field values of H of 2.5 and 1.3 kOe. The evolution 

of α as a function of t depends significantly on H, as can be seen from the figure. This is because 

of the different mechanisms responsible for determining the damping in different samples, as will 

be discussed later. 
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 An interesting trend in the α vs. t plot is observed for H = 2.5 kOe. For 10 nm ≤ t ≤ 7.5 nm, 

α decreases with decreasing t and reaches a minimum value of about 0.014 for t = 7.5 nm. Below 

this thickness, α increases monotonically and reaches a value of about 0.022 for the lowest 

thickness. This variation of α is somewhat correlated with the variation of precession frequency 

with thickness. In the thinner regime, we probe both the NiFe layer and a fraction of the Co/Pd 

multilayer and the relative contribution from the latter increases as t decreases. The occurrence of 

a single mode oscillation points towards a collective precession of the stack, which may be 

considered as a medium with effective magnetic parameters consisting of both NiFe and Co/Pd 

layers. The variation in damping may be related to the variation in the anisotropy of the material. 

The competing IP and OOP anisotropies of the NiFe and Co/Pd layers lead to the appearance of a 

minimum in the damping. The damping in this system may have multiple contributions, namely 

(a) dephasing of the uniform mode in the spin-twist structure [25] (b) interfacial d–d hybridization 

at the Co/Pd interface [22], and (c) spin pumping into the Pd layers [26]. The first is an extrinsic 

mechanism and is dominant in samples with higher NiFe thicknesses, while the other two 

mechanisms are intrinsic damping mechanisms. For t > 7.5 nm, due to the non-uniformity of the 

spin distribution, the dominant mode undergoes dynamic dephasing and the damping thus 

increases compared to the magnetically uniform samples. With the increase in NiFe thickness, the 

non-uniformity of spin distribution and the consequent mode dephasing across its thickness 

increases, leading to an increase in the damping value. Hence, in samples with higher t values, 

dephasing is the dominant mechanism, while at lower t values—i.e., when the contribution from 

the Co/Pd multilayer is dominant—the spin–orbit coupling and spin pumping effects dominate. At 

intermediate t values, the extrinsic and intrinsic effects compete with each other, leading to a 

minimum in the damping. However, the damping increases monotonically with t in a lower field 

of H = 1.3 kOe. For a deeper understanding of this effect, we have measured α as a function of 

precession frequency f. 

Figure 7.5a and b show the variation of α with f. Two different regimes in the thickness are 

presented in (a) and (b) to show the rate of variation more clearly. 
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For 10 nm ≤ t ≤ 7 nm, α decreases strongly with the increase in f and the rate of variation remains 

nearly constant with t. This is the signature of extrinsic damping generated by the non-uniform 

spin distribution. However, for t = 6.5 nm, the rate falls drastically and for t ≤ 5.5 nm, α becomes 

nearly independent of t, which indicates that purely intrinsic damping is operating in this regime. 

This confirms the competition between two different types of damping mechanisms in these 

samples. 

 The study demonstrates that various aspects of ultrafast magnetization dynamics—namely 

demagnetization time, precession frequency, number of modes, and damping—are influenced by 

the spin distribution in the soft magnetic layer, as well as by the properties of the hard layer. By 

changing the thickness of the soft layer, the relative contributions of these factors can be tuned 

effectively. This enables efficient control of the damping and other magnetic properties over a 

broad range, and will hence be very useful for potential applications in spintronic and magnonic 

devices. 

 

7.4. Conclusions 

In summary, we have employed the time-resolved MOKE technique to measure the evolution of 

ultrafast magnetization dynamics in exchange-coupled [Co/Pd]5/NiFe (t) multilayers, with varying 

NiFe layer thicknesses, by applying an out-of-plane bias magnetic field. The coupling of a high-

 

Figure 7.5: Dependence of Gilbert damping coefficient on soft layer thickness (t) for (a) 7–10 nm and 

(b) 5–7 nm, respectively.  
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anisotropy multilayer with a soft layer allows broad control over the spin structure, and 

consequently other dynamic magnetic properties which are strongly dependent on t. The ultrafast 

demagnetization displayed a strong variation with t. The reason for this was ascribed to the chiral-

spin-structure-dependent spin-flip scattering in the top NiFe layer, as well as to interfacial 3d–4d 

hybridization of Co/Pd layer. The precessional dynamics showed multiple spin wave modes for t 

= 20 nm and 15 nm, whereas a single spin wave mode is observed for thinner NiFe layers following 

the change in the magnetization profile with decreasing t. The precession frequency and the 

damping show strong variation with the thickness of the NiFe layer. The changes in frequency are 

understood in terms of the modification of the anisotropy of the system, while the variation in 

damping originates from the competition between intrinsic and extrinsic mechanisms, which are 

somewhat related to the anisotropy. The observed dynamics will be important for understanding 

the utilization of tilted anisotropy materials in devices such as spin transfer torque MRAM and 

spin-torque nano-oscillators. 
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Chapter ͺ ͺ. Investigation of Magnonic Band Structure in Co/Pd Stripe Domain System 

 

8.1. Introduction 

The potential of spin waves (SWs) to excite, transmit, store, and retrieve electric signals as 

well as to perform logical operations has fueled a new spectrum of research in the wave-based 

signal processing technology [1-4]. Usually, magnonic crystals (MC), i.e. arrays of nanoscale 

magnetic stripes [5], dots [6], antidots [7], etched grooves or pits [8], periodic variations of the 

internal magnetic field [9] and saturation magnetization by ion implantation [10], are employed to 

control the flow of SWs. Magnetostatic surface SWs or the Damon–Eshbach (DE) SW modes, 

which propagate perpendicular to the in-plane (IP) magnetization direction, are promising in this 

context because of their large group velocities (vg) and low attenuation. Consequently, significant 

progress has been made towards the practical realization of magnonic devices in terms of the on-

chip generation, directional channeling, detection and manipulation of SWs. However, to realize 

the experimental geometry, a large magnetic field has to be applied to enforce the magnetization 

perpendicular to the SW propagation direction. This is a major obstacle to the implementation of 

a MC into a practical device. A way out is to use the Oersted field generated from an underlying 

current-carrying stripe [11-12], which is still plagued by the problem of generation of waste heat 

which increases with increasing data processing speed. Moreover, the fabrication of periodic 

nanostructures involves high-precision electron-beam lithography which is very complex and 

expensive. An alternative approach to overcome these fundamental drawbacks is to take recourse 

to the spin dynamics in the remanent state, which is more suitable for nanoscale device 

applications, as it does not require any stand-by power once initialized. 

In the literature, only few reports exist on the magnetization dynamics for systems with an 

inhomogeneous magnetization distribution containing domains and domain walls. Most 

commonly studied is a periodic or non-periodic distribution of magnetic units of up and down 

domains (parallel, labyrinthine, bubble-like domains) [13-19], separated by negligibly thin, one-
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dimensional domain walls. Such domains appear in magnetic thin films with a perpendicular 

anisotropy smaller than the demagnetizing energy if the film thickness is higher than a critical 

value tc, which is, in turn, dependent on the perpendicular anisotropy constant, saturation 

magnetization and the exchange constant. The morphology of the domains and consequently the 

spin dynamics are strongly affected by the field history, allowing for a broad range of tunability. 

Moreover, just recently the topic of SWs propagation within domain walls, as an ultra-narrow 

waveguides is intensively studied by the magnonic community, however, mostly theoretically in 

magnetic systems with strong Dzyaloshinskii-Moriya interaction [20-23]. There are only a few 

examples of experimentally realized systems presenting SW propagation within domain wall [24]. 

The study on the magnetic properties of stripe domain systems (array of parallel up and 

down domains) was pioneered by Kittel [25], where the formation of stripe domains was predicted 

for films thicker than the magnetic domain width. After that, a multitude of theoretical [26-27] and 

experimental [14, 28-30] studies have been carried out in this direction for a broad variety of 

magnetic systems, where the evolution, morphology and interaction between the stripe domains 

are addressed. Experimentally, the formation of a stripe domain structure is characterized as a 

function of film thickness, applied magnetic field, annealing temperature, film composition, etc., 

using magnetic force microscopy (MFM), magneto-optical Kerr effect (MOKE), X-ray diffraction, 

for NiFe [31-32], Co [33-34], CoFeSiB [35], FeSiB [36-37], FeCoAlON [38], FeCoZr [39], FePd 

[40] films. Nevertheless, only few measurements have been reported so far on the dynamical 

properties of magnetization, which used ferromagnetic resonance (FMR) [40-42] and Brillouin 

light scattering (BLS) [14, 43] techniques. The results reveal that the consecutive domains give 

rise to periodically modulated internal magnetic field, which introduces a partial reflection of the 

propagating SW at the stripe domain boundaries. The feature of rotational magnetic anisotropy is 

also evidenced, which is associated with the reorientation of the stripes. These results triggered the 

possibility towards achieving reconfigurable magnetic properties by tailoring the intricate 

interaction between the consecutive stripes as well as the magnetocrystalline anisotropy in these 

systems. 

In this chapter, we aim at developing a combined understanding of the static and dynamic 

magnetic properties of the parallel stripe domain structure in Co/Pd multilayered systems. The 

study of magnetic multilayers with high perpendicular magnetic anisotropy (PMA) is motivated 

to a large extent by industrial importance of these films, e.g., in patterned magnetic media [44], 



136 
 

spin transfer torque magnetoresistive random access memory (STT-MRAM) [45] and magnonic 

crystals [46]. In these systems, the interface anisotropy (because of the broken symmetry), 

combined with d-d hybridization at the ferromagnet/nonmagnet interfaces, are responsible for the 

onset of PMA, and consequently of a stripe domain structure, for film thickness greater than a 

critical value. Moreover, the proximity effect, along with the magnetic coupling between the layers 

leads to magnetic properties unreachable to standard single-layer systems. These effects get further 

modified in presence of stripe domain. In this context, a deep understanding of the magnetic 

coupling between the constitutive layers at larger stack thickness and the impact of stripe domain 

on the static and dynamic properties become of crucial interest. So far, the quasistatic properties 

of the domain structure have been investigated for FeNi/Co [47], FePd [7, 48], Fe/Cu [49], 

Co/Cu/(Fe/Ni)/Cu(001) [50] and Co/Au [51] multilayers. However, the dynamic SW properties 

are still unexplored.  

Here we have investigated the static and dynamic magnetic properties in Co/Pd multilayers 

with stripe domains by using MFM, vibrating sample magnetometry (VSM) and Brillouin light 

scattering (BLS) spectroscopy. Our first goal is to examine how this stable spin configuration 

manifests itself on the dynamic response. For that, the SWs were measured in saturated as well as 

in remanent state (i.e. in presence of stripe domain) and their wave vector dispersions are analyzed 

and compared. We have further studied the evolution of the SW band structure by changing the 

relative orientation between the SW wave vector and the domains. Micromagnetic simulations are 

employed to calculate both eigenvalues (mode frequencies) and eigen vectors (mode profiles) of 

the SWs. The results proclaim that the SW propagation is similar to that in a one-dimensional (1D) 

magnonic crystal, which can be significantly reconfigured by varying the wave vector orientation. 

Furthermore, this system serves as a possible prototype for magnon-based data transfer devices, 

with the advantage of non-volatile operation, energy efficient computing, ease of fabrication and 

control on SW frequency and velocity. 

 

8.2. Experimental Details 

The multilayered sample was deposited using DC magnetron sputtering and has the following 

structure: Ta (15) /Pd (30)/ [Co (10) /Pd (7)]25/Pd (20), where the numbers denote the thickness in 

Å. For deposition we used a multi-source confocal sputter up geometry with a source/substrate 

distance of 0.1-0.15 m. During deposition, the substrate was rotated for uniformity at about 3 Hz 
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and was kept at room temperature using a low Argon pressure of 3mTorr. Co was sputtered at 250 

W with a deposition rate of 0.7 Å/sec and Pd was sputtered at 100 W with a deposition rate of ~2 

Å/sec. Given the low Ar pressure used during deposition, the film is relatively smooth, with sharply 

defined interfaces [52]. 

To obtain the aligned stripe domain structure, the saturating magnetic field was applied 

within the film plane (arbitrary direction, as the films are [111] out-of-plane (OOP) textured and 

IP isotropic) followed by an IP AC demagnetization (preferred alignment of the domains is along 

the applied field direction), i.e. the IP field is switched back and forth between positive and 

negative polarity starting above the saturation field strength down to about a few Oersted, where 

the field amplitude is reduced about 1% in each step. As a result, we obtain an aligned parallel 

magnetic stripe domain state similar to an array of artificial stripe wires, i.e. a magnonic crystal. 

The magnetization curves (IP and perpendicular to the plane) were measured using VSM at room 

temperature. The domain images at the remanent state were recorded by magnetic force 

microscopy (MFM). BLS measurements in the 180° backscattered geometry were employed to 

investigate the wave vector dispersions of the thermal magnons. This technique relies on an 

inelastic light scattering process due to interaction between incident photons and magnons. 

Monochromatic laser light (wavelength Ȝ= 532 nm) from a solid state laser was focused on the 

sample surface. As the laser beam is inelastically scattered from the magnons, due to conservation 

of momentum, the magnitude of the IP transferred wave vector q depends on the incidence angle 

of light θ according to: q = (4π/Ȝ)sinθ. The direction of magnon wave vector q lies along the 

intersection of the scattering plane and the film plane. Cross polarizations between the incident 

and the scattered beams were adopted in order to minimize the phonon contribution to the scattered 

light. Subsequently, the frequencies of the scattered light are analyzed using a Sandercock-type 

six-pass tandem Fabry-Perot interferometer (JRS Scientific Instruments) [53]. One set of 

measurements was carried out in the demagnetized state in presence of the stripe domains for q 

parallel and perpendicular to the stripe axis. This was accomplished by rotating the sample around 

the film normal, i.e. varying the angle φ between q and stripe axis. In another measurement set, 

the sample was saturated applying a strong IP magnetic field (H = 3.5 kOe) and the wave vector 

dispersion was taken in the DE geometry (q┴ H). 

 

 



138 
 

8.3. Micromagnetic Simulations 

To validate the experimental results and to understand the physical character of the resonant modes 

we exploited micromagnetic simulations (MSs) by means of open-source gpu-accelerated 

MuMax3 program [54] solving full Landau-Lifshitz equation using time domain finite difference 

method. MSs primarily were used to relax the stable stripe domain pattern of comparable lattice 

constant as obtained experimentally, to compute dispersion relations for the uniformly IP 

magnetized structure and the stripe domain pattern, and, finally, to visualize resonant mode 

profiles. In MSs we assumed effective homogeneous material parameters in the whole structure. 

The saturation magnetization and anisotropy constant were set to the values obtained from the 

VSM measurements (as will be discussed later), i.e. MS=970 emu/cc, and Ku=1.9×106 erg/cm3. To 

fit MSs results with the BLS data, we had to assume an anisotropic exchange constant [55-57], 

with Aex,IP=1.45×10-6 erg/cm and Aex,OOP=1.05×10-6 erg/cm along the IP and out-of-plane (OOP) 

directions, respectively. 

 

8.3.1. Discretization 

MS were performed for the system of thickness Lz=42.5 nm, discretized with the unit cell of 

dimensions being much smaller than the exchange length or width of the domain walls. It was 

1×1×Lz/16 nm3 or 2×1×Lz/16 nm3. At the lateral edges of the simulated structure, which 

dimensions were chosen to obtain dispersion with sufficient resolution, periodic boundary 

conditions were assumed. To shorten the simulation time, the lateral dimensions of the simulated 

structures were varied depending on the magnetic configuration and direction of SWs propagation 

with respect to the domain walls (DWs) (the coordinate axes are shown in Fig. 8.1c). In the case 

of SWs propagating in a uniformly magnetized film it was 5 m × 0.1 m. In the case of SWs 

propagating across DWs in the stripe domain structure it was 0.1 m × 25 A, where A is the relaxed 

stripe domain pattern lattice constant. For magnetic parameters used in the MSs it was A=100 nm. 

Finally, for SWs propagating parallel to the DWs, along the x-axis, it was 5 m × 2A. 

 

8.3.2. Stripe Domain Pattern Relaxation 

To obtain a stable stripe domain pattern following algorithm of relaxation was applied. In order to 

accelerate simulations and to obtain stripe domains along the x-axis, one unit cell with periodic 
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boundary conditions along the x-axis and periodic boundary conditions along the y-axis were 

assumed. Along the y-axis a sufficiently large number of unit cells should be assumed to enable 

relaxation of dozens of stripe domains.  

In the first stage of the MSs, the system was in-plane magnetized by a high magnetic field strength 

parallel to the x-axis. Then, the field strength was reduced (in MSs we assumed field steps of value 

ΔH= 250 Oe) and the magnetic configuration was slightly perturbed by a dynamic impulse of the 

orthogonal magnetic field (parallel to the z-axis) and again relaxed. This procedure was repeated 

till the external field strength was reduced to H=0. At the end, a stripe domain pattern is obtained. 

In the last stage, the system was stretched along the x-axis and cut to desired dimensions, before 

starting the SW dynamic simulations. 

8.3.3. Dispersion Relation and Resonant Mode Profiles Calculation 

The SWs dispersion relation and modes profiles were calculated according to Ref. [58]. In the first 

stage a stripe domain pattern was perturbed by a small amplitude dynamic magnetic field of broad 

band frequency and wave vector spectra. The dispersion relations were computed by transforming 

the time dependent OOP magnetization component into frequency and wave vector space using 

two dimensional fast Fourier transformation (FFT). Obtained results are presented in a form of 

color maps where color intensities correspond to the OOP component of the magnetization and 

relate to the intensities obtained in measurements. Resonant mode profiles are presented as a 

distribution of the amplitude and phase of the OOP dynamic magnetization component (mz), a 

component to which BLS is sensitive to. 

 

8.4. Results and Discussions 

The stripe domain patterns as measured by MFM in the demagnetized states are shown in Fig. 8.1a. 

After IP AC demagnetization, we observe well-defined parallel stripe domains aligned along the 

IP demagnetization direction. The half period of the pattern is A/2≈ 60 nm (A being the lattice 

constant), which is comparable to the thickness of the entire stack (42.5 nm). As mentioned in the 

introduction, the broken translational symmetry at the Co/Pd interfaces, combined with the d-d 

hybridization is responsible for the PMA in this structure, which favors an OOP magnetization. 
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The tendency of the magnetization to rotate OOP, however, is hindered by the presence of the 

magnetic charges on the surface of the film, which contributes to the magnetostatic energy (shape 

anisotropy). The competition between the PMA and the thin-film shape anisotropy leads to 

domains with up and down magnetization perpendicular to the film plane [30]. The features of 

stripe domain pattern depend on the respective thicknesses of the layers, the number of repetitions 

of the Co/Pd bilayer, and the amplitude of the anisotropy field.  Basically, the magnetic domains 

occur when the gain in magnetostatic energy due to the domain structure is bigger than the energy 

 

Figure 8.1: (a) MFM image in the demagnetized state showing the parallel (left panel) and labyrinth 

(right panel) stripe domains of the Co/Pd multilayered system, obtained after IP and OOP AC 

demagnetization, respectively. (b) Magnetic hysteresis loops of the multilayers with IP and OOP applied 

magnetic fields. (c) The domain configuration (cross-sectional view) obtained from micromagnetic 

simulations. Arrows correspond to the magnetization vector and colors spanning between blue and red 

correspond to the OOP component of the magnetization. The bottom panel schematically visualizes 

static magnetization with clockwise and anticlockwise domain walls. The x and z axes are assumed to 

be parallel to domain walls and multilayered system thickness, respectively. 
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required to form the domain walls. A quality factor is defined, as given by, 22 S

u

M

K
Q


 , where Ku 

is OOP anisotropy energy density while MS is saturation magnetization. For a moderate value of 

the quality ratio, 1Q , a ground state with a stripe domain structure is favored.  

The static magnetometry results for applied field along IP and OOP directions are shown 

in Fig. 8.1b. The higher saturating field (~7.5 kOe) observed on the OOP hysteresis loop suggests 

that the magnetization is primarily in the sample plane. The IP hysteresis loop marks two distinct 

magnetization phases: an IP component, which quickly reverses at fields close to the coercive 

field, and a linear approach to saturation (starting at around H≈1500 Oe), due to the 

perpendicularly magnetized stripe domains, whose magnetization progressively rotates under the 

application of an IP magnetic field. The coercivity is approximately 0.7 kOe and the remanent 

magnetization is around 30%, revealing that the magnetization vector is tilted w.r.t. the OOP 

direction. The magnetization reversal curve for OOP magnetic field, on the other hand, is 

characterized by domain nucleation, propagation, and annihilation characteristics of labyrinth 

domain structure [15].  As discussed in Ref. 15, the parallel domains are robust and stable under 

small OOP field exposures up to about +/- 3-4 kOe, i.e., within the linear region of the OOP 

hysteresis loop. In this range, only the relative width of up versus down domains is altered by the 

out-of-plane field although the overall domain topology is preserved. Figure 8.1a (right panel) 

shows the MFM image taken after demagnetizing the film with perpendicular applied field, which 

confirms the labyrinth domain formation. The saturation magnetization and the uniaxial anisotropy 

constant associated with the PMA were both estimated from the hysteresis curves as Ms=970 

emu/cc, and Ku=1.9×106 erg/cm3 [59]. These values give a quality factor Q=0.3. 

We first describe the BLS measurements of the wave vector dispersion of thermal SWs 

after saturating the sample magnetization by applying an IP field H=3.5 kOe. The measurement 

geometry is shown in Fig. 8.2a, where the transferred IP wave vector is perpendicular to direction 

of magnetization, i.e. DE geometry. Figure 8.2g shows measured SW frequency peaks (solid 

symbols, labelled with M) as a function of q, together with a typical spectrum taken at q=1.2×107 

rad/m (Fig. 8.2d). We observed two dispersive modes where the mode M1 (M2) shows a maximum 

(minimum) at qg=1×107 rad/m, leading to a frequency gap of 3 GHz.  
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To validate the experimental results and to understand the physical character of the 

resonant modes we exploited micromagnetic simulations. The simulated mode frequency in 

dependence on the wave vector is presented by the gray scale map in Fig. 8.2g (marked with label 

S), which agree well with the experimental results. Further, we investigated the physical nature of 

the modes. Figure 8.3a displays the corresponding power and phase maps of the SW modes at 

q=2×107 rad/m. The result reveals the mode M1 (S1) extends across the volume of the sample, 

however with increasing localization of the amplitude at the bottom surface of the film as the wave 

number increases. This points at the DE character of the mode, although with non-monotonic 

dispersion. The former is also accorded by the marked Stokes/anti-Stokes asymmetry of the mode 

in the BLS spectrum, which can be reversed by simply reversing the direction of the magnetic 
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Figure 8.2: (a)-(c) The measurement geometries for the saturated state, φ=90° in (a) and (b), and φ=0° 

in (c). (d)-(f) Corresponding typical BLS spectra at q=1.2×107 rad/m and (g)-(i) dispersion curves. 

Measured in BLS dispersions and modes are labeled with M and marked with the color points in (g)-(i). 

Simulation results are shown by the gray scale map, the orange stars labeled with S represent modes 

visualized in Fig. 8.3. 
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field. We attribute this unusual non-monotonicity to the PMA, as confirmed with the analytical 

model [60], which reproduces the BLS as well as the micromagnetic simulation dispersion 

relations. The mode M2 (S2) is a perpendicular standing spin wave (PSSW) excitation of the 

exchange character with the one nodal plane in the middle of the film (Fig. 8.3a). 

 In the next step, we investigated how the SW dynamics are modified in presence of a stripe 

domain structure. Figure 8.1c presents the cross-sectional view of the simulated stripe domain 

structure where the magnetic state is shown with the arrows and OOP component of the 

magnetization by a red-white-blue colormap and arrows’ color. Clearly, it consists of basic up and 

down domains, with a spatial periodicity of about A=100 nm which is in reasonable agreement 

(slightly under-estimated) with the experimental MFM images. These domains are separated by 

complex twisted domain walls (DW), as given by the not fully vertical arrows of colors different 

than saturated dark red and dark blue being present in the middle part of each domain, where the 

magnetization is exactly parallel to the z-axis. 

Note that, the DW occupies a significant region in each spatial period, so that the magnetization 

profile in each domain deviates from its rectangular shape. For the DWs, interestingly, two main 

features are evidenced as follows. i) The magnetization profile in the DW depicts a Neel-wall like 

character at the film surfaces, which eventually rotates towards the direction parallel to the DW 

axes when moved away from the surface (Bloch-wall like) [see schematic representation of domain 

structure in Fig. 8.1c (lower panel)]. ii) At the same time, it evolves into a twisted pattern around 

the DW axis (cork-screw type) [61], which is clockwise or anti-clockwise for alternate DWs (see 

Fig. 8.1c). Consequently, the resultant magnetization inside the DW is directed IP along the DW 

axis. This spin configuration is different from the closure domain structure reported earlier for 

single layered films. In fact, the spin structure is governed by the minimization of total energy and 

as reported in Ref. [27], the dipolar interaction between consecutive domains is minimal when the 

magnetization vector stays in the DW plane. This is easily conceivable because the IP magnetic 

component of the wall should be in the same direction as the magnetic field that was applied during 

the formation of the stripes, which means in the IP AC demagnetization process we align the IP 

components of the domain walls rather than the perpendicular domains themselves. 

In Figs. 8.2h and 8.2i, we have plotted the resonant frequencies versus q at H=0, for q 

perpendicular (φ=90°) and parallel (φ=0°) to the stripe domain axis, respectively. The solid 

symbols represent the measured values, while the simulated frequencies are shown by the color 
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map. The typical BLS spectra (Figs. 8.2e and 8.2f) are characterized by the presence of four peaks, 

however, with different frequency versus wave number dependences for the orthogonal directions 

of q, which merge to the same frequencies as q approaches zero. The increase in the number of 

peaks as compared to the saturated state signals results from the periodical spin texture. In case of 

SWs propagation across DWs those magnetization non-uniformities are treated as regular 

scattering centers, which are provided by the domain boundaries, similar to the geometric magnetic 

boundaries of a lithographically patterned magnonic crystal. In case of SWs propagating parallel 

to the DWs those inhomogeneities are treated as different channels defined by different 

magnetization orientation. In both cases periodicity is crucial to collect strong enough BLS signal 

from the SW excitations.  

For φ=90°, the corresponding SW frequencies exhibit pronounced dispersion with q, together with 

characteristic band gaps (Fig. 8.2h). The width of the lower band gap is larger than the frequency 

gap observed for the saturated state (see Fig. 8.2g). Good agreement between experimental and 

simulation results is visible for M1 (S1) and M2 (S2), whereas the frequency of S3 in simulations 

is shifted up with respect to BLS result M3. Simulations show also, that the horizontal dispersion 

line M4, being related to the mode with two nodal lines across the thickness S4 (see Fig. 8.3b), is 

hybridized with the other dispersive mode S5. In BLS measurements there is no indication for the 

hybridization. To explain those discrepancies we note that the lattice constant of the stripe domains 

in micromagnetic simulations is 100 nm while from MFM images we got around A=120 nm. 

Therefore, in the sample the Brillouin zone boundary is at smaller wave number than in 

micromagnetic simulations. It means that M3 band, being two times folded-back M2 band to the 

1st Brillouin zone, should be shifted down with respect to the frequency obtained in the simulations. 

Moreover, its next folding at q=0 should hybridize with the horizontal M4 band for very large 

wave numbers being above measured range. The analysis of the modes (see Fig. 8.3b) supports 

this explanation. Modes S2 and S3, have the same origin in PSSW with one nodal line, whereas 

horizontal S4 is the first band from another family of PSSWs with two nodal lines across the 

thickness. 

On the other hand, for φ=0°, the dispersion is repressed and all the modes exhibit similar 

frequency evolution–see Fig. 8.2i. Very good agreement between BLS (M1, M2) and simulation 

(S1 and S2) results for the first two bands is found, also the fourth band (M4 with S4) match well, 

apart from the small wave numbers. The spatial distribution of the modulus of the dynamic 
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magnetization, as will be discussed in the next paragraph, illustrates that the modes primarily 

reside in the DWs and at the top and bottom surfaces of the structure. This implies that in absence 

of external magnetic fields, the IP magnetostatic field trapped in the direction of the DW axis 

actually acts as the driving field for the SW propagation. In that sense, the φ=90° and φ=0° cases 

can effectively be termed as the DE geometry and the backward volume magnetostatic SW 

geometry, although they have different physical origin than in homogeneously magnetized films. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The nature of the above SW excitations can be better understood by carefully looking at 

the relevant cross-sectional spin precession profiles, which are depicted in Figs. 8.3b and c, for the 

two experimental geometries shown in Figs. 8.2b and c, respectively. The solid black lines 

represent static mz component at the top surface of the domain structure indicating the up and down 

domains for reference. For φ=90° geometry (Fig. 8.3b), the amplitude of the SW modes are 

 

Saturated State φ=90° φ=0°

S0

S1

S2

S4

Power Phase

(a) (b) (c)
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S5

Power0 max -180° 180°Phase

Figure 8.3: The amplitude and phase maps of mz for different SW modes (as marked with orange stars 

in Fig. 8.2) calculated at q=2 ×107 rad/m for the saturated state (a), and domain structure with φ=90° (b) 

and φ=0° (c). The corresponding color scale is shown at the top of the figure. Dark solid lines in (b) and 

(c) correspond to the OOP component of the static magnetization at the top surface of the structure. 
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localized mainly in the DWs. This confirms that the SW modes investigated in BLS are primarily 

related to the IP component of the static magnetization. In particular, the mode profiles are 

characterized by one or more distinct nodal planes, which are indeed close to those reported earlier 

for 1D MC, prepared by periodic patterning of magnetic material [62-63]. The mode profiles for 

φ=0° are similar to φ=90°, except that the amplitude is concentrated in alternate DWs, typical of 

backward volume modes in MCs [64]. These facts prove the equivalence of our stripe domain 

structure with the previous MCs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In order to investigate the periodicity of the magnonic properties, we have calculated the 

dispersion relation of the SWs propagating perpendicular to the DWs in a wide range of the wave 

vector, as is shown in Fig. 8.4a. In these simulations only the mz component of the magnetization 

 

(a) (b)

(d)(c)

Figure 8.4: Dispersion relation obtained from MSs for the DE configuration in the stripe domain 

structure without external magnetic field (a), (b) and with external magnetic field of 0.01 T and 0.005 

T along the x-axis (parallel to the domains) and z-axis (perpendicular to the film plane) in (c) and (d), 

respectively. In (b) the aggregated dynamics from all three magnetization components is used in the 

calculation of the dispersion relation, whereas in all other figures only OOP magnetization component 

was used. In order to visualize as much as possible SWs resonances, the power of the presented signals 

is shown in logarithmic scale. 
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vector was taken into account. The dispersion relation has a periodicity of 2π/A.  This means that 

for the z component of the SW amplitude the periodicity is determined by the size of a single 

domain. However, when the x component of the magnetization is taken into account (the 

component parallel to the domain walls) as well (Fig. 8.4b), the additional branches appear in the 

spectra and the dispersion relation acquires a periodicity of π/A. External magnetic field applied 

perpendicular to the plane of the film breaks the symmetry between the magnetic domains oriented 

up and down and the periodicity π/A in the dispersion relation is introduced in the MSs also when 

only calculated from the mz component of the magnetization vector. In Fig. 8.4d this is visible for 

the 1st band – the additional branch of the weak intensity appears in the 2nd Brillouin zone. The 

magnetic field applied along the DWs does not change the dispersion relation (Fig. 8.4c). 

We have further found a dispersion line at low frequency (S0 for φ=0°, see Fig. 8.2i) with 

the linear slope approaching zero-frequency when q goes to zero and the S1 branch for φ=90° (Fig. 

8.2h) decreasing to zero at q=2π/A. The magnetization dynamics related to those modes is mostly 

related to the OOP component of the magnetization. Moreover, the character of that mode, i.e., 

how all three components of the magnetization oscillate together, suggests that profile of that mode 

displays the DW oscillation (See Fig. 8.5). This points at a Goldstone mode connected with the 

DW oscillations [65]. 
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Figure 8.5: (a) Dispersion relation obtained from MSs for the SW propagating along domains (along 

the x-axis). (b) The amplitude and phase of SWs from the first band at the wave number close to zero 

q≈0, marked by blue circle in (a). 
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Finally, we elucidate the salient magnetic properties of the Co/Pd multilayered system, as it 

evolves from the uniformly saturated state to the stripe domain configuration. One sees that the 

dispersion characteristics, magnonic bandgap width and position are controllable by the external 

applied field and the orientation of the SW wave vector. In particular, the evolution of the SW 

modes and the mode profiles from the uniformly saturated state to the stripe domain state resemble 

the transformation of magnonic properties from unpatterned continuous thin films to a periodically 

patterned 1D MC. Essentially, the periodicity of the IP magnetization (inside the DW) promotes a 

periodic potential, which subsequently leads to a scattering of the SWs. To confirm this, we have 

investigated the nature of spin waves in case of labyrinth stripe domain sample. Figure 8.6 presents 

the recorded BLS spectra for few wave vectors. The following features are observed: i) on the 

contrary to the case of aligned stripe, here the data is noisier. ii) The mode M1 is split for lower q 

values. We find that except for the shoulder mode of M1, no other mode shows any pronounced 

change with q. iii) The asymmetry of the BLS intensities in the Stokes and Anti Stokes sides is not 

significantly affected with changing q. iv) Modes M3 and M4 are not observed in the spectra. All 

these characteristics stand for the disorder in the spin orientation on case of labyrinth domain 

sample and show that the magnonic band structure obtained for aligned stripe domains arises 

primarily from the periodicity of the spin topography. Overall, once the domain structure is 

formed, this system does not require any external power for SW propagation and thereby can serve 

as a building block for the practical realization of energy efficient magnonic devices operating in 

the microwave frequency range. 

 

 

 

 

 

 

 

 

 

Figure 8.6: (a) MFM image of the labyrinth stripe domain sample. (b) The BLS spectra taken at different 

values of the in-plane transferred wave vector q (denoted in units of 107 rad/m) for labyrinth stripe 

domain sample. The mode numbers are assigned in accordance with the aligned stripe domain sample. 
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8.5. Conclusions 

In conclusion, the quasistatic and dynamic magnetic properties of Co/Pd multilayered films 

characterized by magnetic stripe domains at remanence have been investigated both 

experimentally and using micromagnetic simulations. The signature of the stripe domains are 

clearly observed in the MFM and VSM results. The dynamical magnetic properties were analyzed 

by studying the wave vector dispersion of the SWs, by means of BLS technique. In the saturated 

state, two dispersive SW modes are observed, which are identified as the bulk mode and a surface 

mode of the system. Demagnetizing the film with an AC IP applied field gives rise to an anisotropic 

remanent state of parallel (rather than a labyrinth) stripe domains aligned along the 

demagnetization field direction. Micromagnetic simulations reveal the presence of cork-screw type 

twisted domain walls, with its resultant magnetization directed along the DW axis. The spatial 

periodicity of this magnetization serves as a periodic potential for SW propagation, in a similar 

manner as for a laterally confined geometry, e.g., magnonic crystals. As a result, the number of 

SW modes increases in the BLS spectra and the dispersion depends strongly on the IP angle φ due 

to the IP anisotropy induced by the parallel alignment of the stripe domains. Analysis of amplitude 

and phase maps of the resonant modes further illustrates that the dynamics of the system is 

dominated by the magnetization of periodic DWs, yielding mode profiles close to those of a 1D 

MC. Due to simple, uniform design, such structures are free from fabrication defects and structural 

non-uniformities, such as edge roughness. Finally, the observed tunability of the magnonic 

properties opens a new route towards low energy units for magnonic computing, such as 

microwave filters, splitters and waveguide structures. 
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Chapter ͻ ͻ. Width dependent transition of quantized spin wave modes in NiͺͲFeʹͲ square nanorings 

 

9.1. Introduction 

Nanomagnets feature prominently in a number of applications, including magnetic storage, logic, 

and memory devices [1–3]. Magnetic recording is a field of increasing interest and technological 

development driven by the quest of ever increasing storage density and improved design of 

readwrite heads [3]. One of the most promising approaches to new storage architecture is the use 

of patterned recording media where the recording layer is fabricated as an ordered array of 

magnetic dots, each one storing a single bit of information [4]. An important feature of a memory 

device is that the hard layer should have two remanent states and the switching process must be 

simple and reliable. For submicron magnetic elements, only in very few cases with well-defined 

anisotropies does the reversal take place via a coherent rotation of the magnetization. Recent 

studies show that magnetic ring structures have two kinds of magnetic states: a flux closure or 

vortex state, and an onion state in which each half of a ring has the same moment orientation, 

forming head-to-head and tail-to-tail domain walls where the opposite fluxes meet. Thus, either of 

the two orientations of the onion state or the two different chiralities of the vortex state can be used 

as two memory states in the storage layer [5]. In addition, the magnetization dynamics of rings 

magnetized in the onion state shows a large richness in its spin wave modes, which shows its 

potential for future logic, memory and data storage devices. Eigenmodes in magnetic confined 

structures form standing spin wave patterns if the coherence length of the spin wave is larger than 

the dimensions of the confining structure. Here, quantization of spin waves takes place not only 

due to the confinement in radial and azimuthal directions in the so-called equatorial regions (where 

the spins are parallel to the ring edge in onion state) but also in spin wave wells in the so-called 

pole regions (where the spins are perpendicular to the ring edge) created by the demagnetizing 
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field at the finite edges of the ring [6–11]. However, a major problem associated with a 

symmetrical ring is the difficulty in pinning the magnetic domain walls in certain places without 

which, both magnetic ‘‘poles’’ of the onion state will rotate simultaneously and the reversed onion 

state is reached without the intermediate vortex state. In order to achieve the stability, square [12–

16], rectangular [17-18], triangular [19] and elliptical rings [9, 20–23] and off-centered 

asymmetrical circular magnetic rings [24] have been proposed as an alternative to circular 

magnetic rings.  

 So far, extensive research has been carried out on the static properties of micron and 

nanosize circular, square, and asymmetric circular ring magnets, mainly using the magneto-optical 

Kerr effect (MOKE) [15, 17, 20], magnetic force microscopy (MFM) [25], local Hall effect 

techniques [26], and diffracted MOKE [13, 16]. Magnetization dynamics has also been studied 

using micro-focused Brillouin light scattering [6–9, 18, 21], ferromagnetic resonance [10-11] and 

time-resolved MOKE (TR-MOKE) [11] in circular [6–8], elliptical [9, 21], rectangular [18] and 

triangular rings [19]. While the static magnetic properties of arrays of square rings have been 

reported in literature, studies of their magnetization dynamics have not been reported so far. The 

spin dynamics in square magnetic ring is of special interest because the domain wall pinning may 

lead to a significant change in the spin wave modes with the change in ring width and quantized 

spin wave modes may be observed. 

This chapter focuses on all-optical excitation and detection of magnetization dynamics in 

square shaped Ni80Fe20 (Py) nanorings using a TR-MOKE microscope. The fast Fourier transform 

(FFT) spectra showed a number of eigen modes, which are strongly dependent on the ring width. 

We explain these multiple modes to be originated from width dependent inhomogeneity in the 

internal field and quantization effect with the help of micromagnetic simulations.  

9.2. Experimental Details 

Arrays covering 20×20 µm2 area, each with 20 nm thick Py square rings arranged on a square 

lattice were fabricated on self-oxidized Si (100) substrates using a combination of electron beam 

lithography and electron beam evaporation. The nominal inner diameters of the rings were fixed 

at 300 nm while the ring width w was varied as 300 nm, 200 nm, and 100 nm in this experiment. 

The edge-to-edge separation was fixed at 200 nm. The surface topography of the samples is 
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measured by scanning electron microscope, while the static magnetic configurations of the samples 

are measured by MFM. The ultrafast magnetization dynamics of the samples are measured by 

using a custom built TR-MOKE microscope based upon a two-color collinear pump-probe setup 

[27]. The bias field was tilted at a 15° angle from the plane of the sample (H=component of the 

bias field along the horizontal edge) to have a finite demagnetizing field along the direction of the 

pump pulse (Ȝ= 400 nm, pulse width~100 fs), which is eventually modified by the pump pulse to 

induce precessional magnetization dynamics within the samples. The Kerr rotation angle of the 

probe beam (Ȝ=800 nm, pulse width~80 fs) is measured as a function of the time-delay between 

the pump and probe beams. The spot size of focused pump and probe beams are around 1 µm and 

800 nm, respectively. Hence, in these measurements, one ring was probed while being placed 

within the array. 

9.3. Results and Discussions 

Figure 9.1a represents a typical time-resolved Kerr rotation for the ring with w=300 nm when 

H=550 Oe is applied parallel to the horizontal edge of the ring array. The corresponding static 

magnetic configuration shows an onion state superposed on a flower state, reminiscent of a square 

shaped confined magnetic element as shown later in this article. The data shows an ultrafast 

demagnetization within 500 fs and a bi-exponential decay with decay constants of 1.4 ps and 34.7 

ps, respectively; corresponding to spin lattice interaction and transfer of energy to the substrate 

and the surroundings [28]. The precessional dynamics appears as an oscillatory signal on top of 

the slowly decaying time-resolved Kerr rotation. The background subtracted Kerr rotation data is 

shown in Fig. 9.1b. The FFT is performed after subtracting the bi-exponential background to find 

out the corresponding power spectrum. Figure 9.1c shows the scanning electron micrographs of 

all the samples. The samples show some deviation in the shape and size (up to ± 10%) as compared 

to the nominal dimensions. The deviation in size and shape as obtained from the micrographs will 

be included in the micromagnetic simulations, although the detailed edge roughness and 

deformations cannot be precisely included in the finite difference method based micromagnetic 

simulations. 
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Figure 9.1d shows the spin wave spectra for Py square rings with different width at H=550 Oe. A 

clear variation in the spin wave spectrum is observed with varying ring width. For w=300 nm, four 

clear modes are observed while for w=200 nm, a drastic change occurs in the spectrum with twelve 

clear modes appearing between 3 and 17 GHz. Such a large number of modes were not reported 

previously for ferromagnetic nanoring [7–9, 11]. However, for w=100 nm, the number of modes 

reduces to ten and the modes lie in between 3 and 15 GHz. Quantization of spin waves has been 

reported earlier for circular, oval, rectangular, and triangular rings in radial and azimuthal 
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Figure 9.1: (a) Typical time-resolved Kerr rotation data revealing ultrafast demagnetization, fast and 

slow relaxations, and precession of magnetization for Py square ring array with ring width w=300 nm 

at H=550 Oe. (b) Background subtracted time-resolved Kerr rotation. (c) Scanning electron 

micrographs of the ring arrays of different ring width. (d) Experimental and (e) simulated FFT spectra. 
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directions [8] as well as in polar and equatorial regions. The quantization condition was found to 

vary as a function of ring dimension [8, 10], applied magnetic field [6, 21], and relative orientation 

of the magnetic field [18-19] with respect to the ring array. In our case, variation in the ring width 

controls the static magnetic configuration within the ring structure, which leads to different 

quantization conditions as explained later in this article. 

 

 

 

 

 

 

 

 

 

 

 

 

 

To understand the dynamics, we performed micromagnetic simulations on single ring element 

using the OOMMF software [29]. Further test simulations on arrays of 3×3 rings showed similar 

spin wave spectra with only a small change in the relative intensities as well as negligible inter-

ring stray magnetic fields, which allowed us to use a single element simulation. Calculations were 

done by dividing the nanorings into arrays of cuboidal cells of dimension 2×2×20 nm3 and material 

parameters for Py were used as gyromagnetic ratio  =18.5 MHz/Oe, anisotropy field Hk=0, 
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Figure 9.2: (a) Static magnetic configuration of a single ring with w=300 nm at H=550 Oe. The 

component of magnetization perpendicular to the bias magnetic field is represented by a blue-white-red 

colormap. (b) MFM image of this nanoring array in presence of H=550 Oe. (c) Simulated MFM image. 

(d) Simulated power and phase maps of the observed resonant modes. The color maps for the power 

and phase distributions are shown at the bottom of (d). 
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saturation magnetization MS=860 emu/cc, and exchange stiffness constant A = 1.3 × 10− 6 erg/cm. 

The optical excitation in the experimental sample is simulated as an out-of-plane effective pulsed 

magnetic field [30]. Figure 9.1e shows the simulated spin wave spectra for all three samples. The 

simulations qualitatively reproduce the experimentally observed features, although the exact 

values of the frequencies and relative intensities are not reproduced. In order to visualize the spatial 

characters of different modes, we have calculated the power and phase maps of the modes by using 

a home-built code [31]. Figure 9.2a shows the simulated static magnetic configuration in the 

ground state for the sample with w=300 nm. Here, H=550 Oe is applied parallel to the horizontal 

edge of the ring. The static magnetic state shows an onion state superposed on a flower state for 

the given applied field with significant amount of demagnetized regions near the external and 

internal vertical boundaries of the ring as shown by a blue-white-red colormap. These 

demagnetized regions, in combination with the magnetization state, will determine the spin wave 

mode profiles. The MFM image and the corresponding micromagnetic simulation results are 

presented in Figs. 9.2b and c, which also confirms the simulation result. The power and phase 

maps show that all the modes are quantized modes where quantization is in the direction parallel 

to the bias magnetic field (backward volume (BV) modes). The two lower frequency modes are 

confined near the pole regions (the vertical arms in this case) where the ring edges are 

perpendicular to the applied field. The demagnetizing fields due to the edges reduce the effective 

magnetic field and the corresponding mode frequencies. The spatial profiles of mode 3 and mode 

4 show that they have similar characters as mode 1 and mode 2 with higher quantization number. 

However, these modes reside not only in the pole region, but also in the equatorial region where 

the ring arms are parallel to the direction of the applied field and where the internal field (which 

is defined as the sum of the Zeeman and demagnetizing fields) is approximately uniform and equal 

to the value of the external field H. 

 In case of circular ring in an onion state, there are essentially two families of modes; (i) 

“bulk” modes mainly localized in the equatorial regions and (ii) modes localized close to the pole 

regions of the ring where the internal magnetic field is inhomogeneous [6-7, 10, 11]. Each of these 

sectors can accommodate different kinds of excitations including quantized and localized modes. 

The spin dynamics of triangular ring is also similar. However, our observed mode profiles for 

w=300 nm do not follow a similar trend. Instead, the mode profiles resemble the extended and 

quantized modes of antidot lattices with similar dimensions [30] apart from the modes with high 
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quantization number. In case of a nanoring, the finite external boundaries are probably responsible 

for the increase in quantization number. 

 The profiles of some selected modes for the nanoring with w=200 nm are shown in Fig. 

9.3. Here, the static magnetic configuration (Fig. 9.3a) is similar to that for w=300 nm. However, 

the onion state is dominant over the flower state. The frequency spectrum also demonstrates 

different kinds of modes, which were not present in the nanoring with w=300 nm. Here, we found 

that the lower frequency excitations (mode 1 to mode 3) are clearly localized in the pole regions 

(two vertical arms of the ring), where the internal field is minimum. In addition, the relative phases 

of the modes are opposite at the two pole regions. Figure 9.3c presents the power and phase maps 

for mode 2. The power maps for the other modes are presented in Fig. 9.3d. Mode 4 also resides 

near the pole region, but it is a quantized mode, exhibiting nodal planes perpendicular to the 
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Figure 9.3: (a) The simulated static magnetic configuration (left panel) and simulated MFM image (right 

panel) of a single nanoring with w=200 nm at H=550 Oe. (b) Experimental MFM image. (c) Power and 

phase maps for mode 2. (d) Simulated power maps corresponding to the resonant peaks from mode 3 to 

mode12. The colormap for power and phase distributions are shown at the bottom of (d). 
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magnetic field direction (BV mode). The other modes (mode 5 to mode 12) have similar character 

as mode 4 with gradually increasing quantization number. However, these modes also have an 

azimuthal character (mixed modes), exhibiting nodal planes perpendicular to the local direction of 

the static magnetization. The quantized azimuthal modes lie near the outer edges of the square 

ring, whereas the BV modes reside away from the outer edges. We label these modes as (m, n)-

mixed, where m specifies the number of azimuthal nodal planes and n is the number of nodal 

planes along the external field direction. Another feature of these modes is that their quantization 

number (both m and n) goes very high ((53, 25)-mixed for mode12). Azimuthal modes are already 

exhibited by circular and elliptical rings, but with much lower quantization number [8, 10-11]. 

  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9.4 shows the mode profiles for the nanoring with w=100 nm. In contrast to the other two 

nanorings, here the magnetization exhibits pronounced onion state. Moreover, the poles are also 
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Figure 9.4: (a) Static magnetic configuration of the ring with w=100 nm at H=550 Oe. The circles 

denote the pole regions. (b) Experimental and (c) simulated MFM image of the ring array, respectively. 

(d) Simulated power maps corresponding to the resonant peaks in the FFT spectra. The simulated phase 

profile of mode10 is also shown in lower panel. The colormap for power and phase distributions are 

shown at the bottom of (d). 
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shifted towards the corners as indicated by the green circles in Fig. 9.4a. This distinctive feature is 

also present in both experimental and simulated MFM results (Figs. 9.4b and c, respectively). Here, 

the spins at the outer and inner edges of the two vertical arms are parallel to each other barring the 

pole regions, where they are either converging or diverging. This can be attributed to the 

competition between the demagnetizing field and the shape anisotropy field (caused by the reduced 

width) due to which the spins tend to align along the respective arms. The power maps for different 

modes and phase map of mode 10 are presented in Fig. 9.4d. It shows that the lower frequency 

modes (mode 1-mode 3) reside at the pole region (near the diagonal) and they are also quantized 

along the diagonal. The higher frequency modes (mode 4 to mode 10) are quantized azimuthal 

modes. Here, the modes with relatively lower azimuthal nodes are observed in two vertical arms 

of the ring. As the quantization number increases, the spatial profiles of the modes advance to the 

horizontal arms of the ring. Here, also the quantization number goes up to very high value (near 

42) starting from 12. 

 To understand the role of inter-ring magnetostatic coupling on the spin dynamics, we have 

further calculated the magnetostatic field distributions of the simulated magnetostatic field for each 

ring array. Here a 33 array of each ring element is simulated by using LLG Micromagnetic 

simulator [32]. We first simulated the static magnetic configurations of all the samples. After that, 

the static field distributions are calculated under virtual dynamic environment. The cell 

discretization and the material parameters were kept same as that of oommf simulations. The 

results are presented in Fig. 9.5a. It is clear that the ring elements have negligible interaction which 

also agrees well with our assumption that the dynamics of the square ring arrays is mainly due to 

that of single ring. Line-scans of the simulated magnetostatic fields at the positions of the lattices 

as indicated by horizontal dashed lines in Fig. 9.5a are also calculated and presented in the lower 

panel (Fig. 9.5b). Here the overall internal fields inside the rings is shown to decrease from 9.8 

kOe to around 5.5 kOe as the ring width decreases from 300 nm to 100 nm. The above variation 

of the internal fields of the ring elements in various rings is responsible for the variation in the 

frequency spectra. 
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9.4. Conclusions 

In conclusion, we have studied the internal-field driven ultrafast magnetization dynamics of Py 

square nanorings with varying ring width. Rich spectra of quantized spin waves are observed for 

these samples, which depend strongly on the width of the ring. The micromagnetic simulations 

qualitatively reproduced all the modes present in the frequency spectra. The simulated power and 

phase maps show that the ring with the largest width (300 nm) exhibits quantization along the 

direction of the external magnetic field, whereas the ring with smallest width (100 nm) shows 

azimuthal quantization. The ring with 200 nm width contains mixed modes with quantization along 

both the external field and the azimuthal direction. The transition between different types of 
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Figure 9.5: (a) Contour maps of the simulated magnetostatic stray field distribution and (b)  line scans 

of simulated magnetostatic fields from various ring arrays as obtained from the positions indicated by 

horizontal dashed lines in (a). 
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quantized modes within the nanoring by varying ring width is attributed to the inhomogeneity of 

the internal field, which shows a transition from an "onion state superimposed on a flower state" 

to "pronounced onion state" as the ring width decreases. The simulated magnetostatic fields within 

the nanoring arrays show that the elements are mostly non-interacting. The tunability of different 

types of quantized spin wave modes with ring width will be useful for the future applications of 

ferromagnetic nanorings in high speed storage and memory devices and for microwave 

applications. 
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Chapter ͳͲ ͳͲ. Reconfigurable spin wave propagation in pseudo one-dimensional nanoscale magnonic crystal 
 

10.1. Introduction 

Periodically patterned arrays of magnetic elements in the submicron scale [1-6] are attracting wide 

interest since last decade, because of both the unique features of magnetism in low-dimensional 

systems and their potential applications in the design of magnetic storage [7], memory [8], sensors 

[9] and spin based signal processing and logic devices [10-13]. The Photonic crystals, which are 

artificial electromagnetic dielectric materials with periodically modulated refractive index, have 

already found practical applications in optoelectronics. Magnonic crystals (MCs) [11, 14] can be 

regarded as the magnetic counterpart of photonic crystals with spin waves (SWs) acting as 

information carriers. In fact, since the wavelength of SWs is several orders of magnitude shorter 

than that of electromagnetic waves of the same frequency in photonic crystals, MC offers better 

perspectives towards miniaturization of microwave devices. Based on their design, MCs exhibit a 

characteristic Bragg scattering, leading to the formation of bandgap regions of the SW spectrum 

in which SW propagation is prohibited [15-17]. The number and properties of the bandgaps can 

be tuned by controlling material and structural parameters [18-19] as well as the strength of the 

bias magnetic field. This allows for the reliable and active manipulation of the propagation 

properties of SWs and makes MCs potentially useful in microwave resonators, filters and switches 

operating in the GHz frequency range. Also, the significant reduction of SW group velocity in the 

vicinity of magnonic bandgaps can be exploited for designing frequency dependent delay lines. 

To this end, understanding of the interplay between shape and intrinsic anisotropy, as well as the 

influence of dipolar coupling in these laterally confined magnetic structures is of paramount 

importance for any desired application. 
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 Hitherto, intensive research has been carried out to investigate the spin wave dynamics in 

one-[16, 18-21], two-[3-6, 22-25] and three-dimensional [26-27] arrays of magnetic 

nanostructures of different shapes and compositions, which were studied using various methods 

ranging from analytical (such as the plane wave method (PWM)) and computational (using 

micromagnetic simulations) methods to experimental means using Brillouin light scattering 

(BLS), ferromagnetic resonance (FMR) and time-resolved magneto-optical Kerr effect (TR-

MOKE) techniques. These structures can be broadly subdivided into three groups: (i) an array of 

interacting ferromagnetic dots [3, 5, 22-24], where the dynamical coupling between the dots is due 

to magnetostatic interaction between the SW modes excited in the single dot. (ii) Array of periodic 

holes in a ferromagnetic thin film or antidot lattice [6, 28-29]. Here the formation of the magnonic 

band structure is determined by the periodicity of the demagnetizing field around the holes in the 

film plane. In some cases the holes can also be filled with another ferromagnetic material 

(bicomponent MC) [25], where all the effects mentioned above are present and the additional 

dipolar and exchange interaction between the two materials give additional control parameters 

over the magnonic bandgap and propagation velocity. (iii) One dimensional periodic waveguides 

in the form of microstrips, with periodically modulated compositions and structures [15, 18-20, 

30]. All of these investigations point towards a wide range of manipulation of magnonic properties 

and have opened the pathway for tailoring the dispersion of high-frequency SWs in a much wider 

class of magnonic systems than considered so far. 

Here, we introduce a pseudo one-dimensional (1D) magnonic crystal formed by an array 

of asymmetric sawtooth-shaped waveguides (ASWs) and studied their magnonic band structure 

by experimental and theoretical methods. The topic of periodic SW waveguides studied so far 

include microscopic waveguide with periodically bent sections [31], periodic arrays of nanostrips 

[19], waveguide with variable edges [16-17] or thickness [32], ferromagnetic stripe 

microstructured using localized ion implantation [33] or a periodic bias magnetic field [34] and 

one-dimensional comb-like structures [35]. In these cases, the allowed and forbidden SW modes 

were governed by the periodic variation of dipolar coupling, magnetization or internal magnetic 

field. In our present study, the MC offers a periodic modulation of both dipolar coupling and 

internal magnetic field in two perpendicular directions, thereby enhancing the number of magnetic 

parameters to control the magnonic band structure. Here, we used Brillouin light scattering (BLS) 

technique to investigate the magnonic band structures and mode properties of the ASW array. We 
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study how the magnonic bandgaps can be significantly reconfigured by rotating an applied 

magnetic field by twenty degrees w.r.t. the spin wave propagation channel. In a real on-chip 

magnonic circuit, all the processing units are integrated along with a pre-defined path for data 

flow. Therefore, to achieve a band tunability by slightly rotating the bias field is more feasible as 

far as the practical implementation is concerned, as compared to rotating the entire system or 

changing the physical structuring. The plane wave method (PWM) was employed to reproduce 

and analyze the mode characteristics. Here the edge corrugation basically engineers the edge 

potential wells of the stripes, which can be used to control the mode coupling in miniature 

magnonic waveguides. Our findings show that this system may serve as a possible prototype for 

tunable SW waveguide and SW signal processor, which are important components for magnonic 

device. 

 

10.2. Experimental Details and Definition of Measurement 

Geometries 

A 72µm×72 µm array of 30 nm thick (nominal) ASWs made of polycrystalline permalloy 

(Ni80Fe20) was fabricated on thermally oxidized silicon substrate by means of e-beam lithography, 

electron-beam evaporation and lift-off process. For that, Si (001) substrate covered with 100 nm 

SiO2 was spin-coated with bilayer polymethyl methacrylate (PMMA 495K and 950K) positive 

tone e-beam resist. On these resist coated substrate, using high resolution e-beam lithography, 

corrugated nano-stripe pattern was defined followed by development in methyl isobutyl ketone 

(MIBK) and isopropyl alcohol (IPA), MIBK:IPA :: 1:3, solution.  Following this, on this substrate, 

using e-beam evaporation (base pressure = 3 × 10-8 Torr) we deposited 30 nm thick Ni80Fe20 at a 

deposition rate of 0.2 Å/s. A 2 nm thick SiO2 was deposited over the Ni80Fe20 using rf sputter 

deposition technique (base pressure 2 × 10-7 Torr, deposition under Ar pressure = 5 mTorr, 

deposition rate = 0.3 Å/S, rf power = 60 W). Subsequently, the lift off was done in acetone using 

ultrasonic agitation to obtain the well defined Ni80Fe20 ASW array. The scanning electron 

microscopy (SEM) image of the final structure is shown in Fig. 10.1a. The length of each stripe is 

72 µm (average width: 350 nm) and the nominal distance between the central axes of two 

consecutive stripes (a) is 800 nm. Since, the edges of each stripe were patterned in an asymmetric 

sawtooth-like structure, this gives rise to an additional periodicity along the stripe axes (i.e., y-
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axis), to the otherwise 1D array of simple magnetic stripes with the periodic variation of dipolar 

stray field along the z-direction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Note that, due to the asymmetry in the corrugated edges, the edge to edge spacing between two 

ASWs is constant along the stripe, restricting the periodicity in dipolar stray field along y-

direction. In that sense, the chosen system may be termed as pseudo 1D MC, which features two 

different 1D MCs in two perpendicular directions. The lattice constant (a) and Brillouin zone (BZ) 

edge (π/a) along y-direction are 800 nm and 3.9 × 107 rad/m, respectively.  

BLS experiments were performed in the backscattering configuration for measurement of 

dispersion characteristics of thermal magnons in this structure. This technique relies on inelastic 
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Figure 10.1: (a) Scanning electron microscope (SEM) image of the studied ASW array. The co-ordinate 

axes are shown by the white arrows. The unit cell considered for PWM calculations is marked by dashed 

box. (b)  Schematic of the BLS measurement geometry used, showing the incident and scattered light 

beams and the in-plane angle φ between the magnon wave vector q and applied magnetic field H, with 

both vectors lying in the sample plane. (c) Simulated static magnetic configurations (shown in red-

white-blue colour map) for φ =90° and φ =70° configurations (left and right panel, respectively) for H 

= 850 Oe. The magnetic field direction is shown by blue arrows. 
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light scattering process due to interaction between incident photons and magnons. Monochromatic 

laser light (wavelength Ȝ= 532 nm, power= 130 mW) from a solid state laser was focused on the 

sample surface. The diameter of the laser spot was about 40 ȝm, hence smaller than the array 

dimensions. As the laser beam is inelastically scattered from the magnons, due to conservation of 

momentum, the magnitude of the in-plane transferred wave vector q depended on the incidence 

angle of light θ according to q = (4π/Ȝ) sinθ. Cross polarizations between the incident and the 

scattered beams were adopted in order to minimize the phonon contribution to the scattered light. 

Subsequently, the frequencies of the scattered light are analyzed using a Sandercock-type six-pass 

tandem Fabry-Perot interferometer (JRS Scientific Instruments). There, a frequency shift is 

observed along with the laser frequency taking into account energy and momentum conservation. 

The measurement geometry is shown in Fig. 10.1b. Throughout the experiment, the direction of 

the wave vector (q) was enforced to be parallel to the stripe, i.e., y-direction, by making the stripe 

axes parallel to the light scattering plane (see Fig. 10.1b) and the BLS spectra were recorded for 

upto two Brillouin Zones (BZs), i.e., q~ 8 × 107 rad/m. The sample was subjected to an in-plane 

magnetic field of H= 850 Oe during the measurement, which can be rotated by an angle φ with the 

ASW axis (i.e., along q) using a precision rotary mount. In this work, we adopted two values of φ 

of 90° (also known as Damon Esbach geometry) and 70°, which correspond to two different 

magnetic configurations, as will be discussed later. 

 

10.3. Theoretical Approach 

We calculated the spectrum of magnonic excitations of the ASW array using the plane 

wave method (PWM). This method is a popular tool because of its conceptual simplicity and its 

applicability to any type of lattice and any shape of scattering centers. We solve the Landau–

Lifshitz (LL) equation, i.e., the equation of motion of the magnetization vector M(r, t), under the 

impact of effective magnetic field Heff, which has primarily three contributions: a uniform and 

constant applied magnetic field H, the exchange field Hex and the magnetostatic field Hms. In the 

linear approximation, the component MS(r) of the magnetization vector parallel to the static 

magnetic field is constant in time, and its magnitude is much greater than that of the perpendicular 

components m(r,t), i.e., |m(r,t)|<<MS(r), with M(r,t) = MS(r)ˆz + m(r,t). In a magnetically 

inhomogeneous medium (like a MC), the spatial inhomogeneity of the material parameters 
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(exchange constant, spontaneneous magnetization) as well as the magnetostatic field must be taken 

into account. Subsequently, we perform the Fourier transformation to map all the periodic 

functions (in space and time), including the static and dynamic parts of the magnetic fields and 

magnetization components, to the reciprocal space using Bloch’s theorem [36]. In that way the 

PWM transforms the LL equation into an infinite set of algebraic equations, which leads to an 

eigenvalue problem. In order to find the eigenvalues (frequencies of SWs) and eigen vectors 

(amplitude of the dynamical component of the magnetization vector) the Fourier series have to be 

limited to finite number of elements. The eigen value problem is then solved with standard 

numerical routines. 

Here, we considered the lattice structure forming of permalloy and air, with two lattice 

vectors given by, a1=ay and a2=az. For the calculation, we assumed the magnetic field to be 

always oriented along the z-axis, i.e., for φ =90° geometry along the vertical line and for φ =70° 

geometry along the line anticlock-wise-rotated by ȥ= 20°. We thus rotated the in-plane 

components of the co-ordinate system in clockwise direction consistent with a rotation of the 

magnetic field (Fig. 1a). Therefore, in generalized form, the lattice vector becomes a superposition 

of two primitive vectors, given by a1=a cosȥ y +a sinȥ z and a2= -a sinȥ y +a cosȥ z, where 

ȥ=0° (20°) for φ =90° (70°). 

In the reciprocal space, the dynamic components of magnetization and magnetostatic field 

are expressed using the Bloch’s theorem, i.e., as a product of a plane-wave envelope function and 

a periodic function:  

  rGqi

q eGmrm .)()(                                                                                       …………(10.1) 

 

where G = (Gy,Gz) denotes the reciprocal lattice vector of the considered structure; in the case of 

the ASW array, we get G =  
cossin,sincos

2
zyzy nnnn

a
 , ny and nz being integers. 

The Bloch wave vector q= (qy, qz), in this case, lies along the stripe axis. So it reads as q= [|q| 

cosψ, |q| sinψ]. 
 

Being a periodic function of position in the MC, the saturation magnetization (MS) and the squared 

exchange length (
2
exl =

2
0

2

SM

A


, A is exchange constant) can be mapped onto the reciprocal space 

using the Fourier transformation formulas: 
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where the Fourier co-efficients  GM S
and  Glex

2 were determined analytically. To simplify the 

problem, we assumed each ASW as a periodic sequence of tilted (at 25° angle with respect to y-

axis) rectangular elements (with nominal dimensions 800 nm × 400 nm), serially connected with 

each other with small overlap (see Fig. 10.1a). This way, the ASW array is reduced to a 2D lattice 

of tilted rectangles minus the overlapped region. Although the inter-element exchange should be 

considered for more accurate calculation, the large size of the elements w.r.t. the exchange length 

of permalloy ensures that the main contribution to the collective dynamics originates from the 

collective dipolar field. The chosen material parameters corresponding to permalloy are saturation 

magnetization Ms=860 emu/cc, exchange constant A=1.3×10-6 erg/cm, g = 2, while, small non-

zero values of Ms and A were assigned to the air gap to avoid any non-physical frequency values. 

A satisfactory convergence of numerical solutions of the eigenvalue problem is obtained by taking 

882 plane waves. 

10.4. Results and Discussions 

Figure 10.1c shows the static magnetic configurations of the sample with φ =90° and 70° 

(the left and right panels, respectively), simulated using OOMMF software [37], by dividing the 

samples into cuboidal cells of 4 × 4 × 30 nm3 volume. For φ = 90°, the static magnetic state reveals 

a series of ‘S’ states with the demagnetized regions near the edges of each stripe, as shown by the 

y-component of magnetization encoded using blue-white-red colormap. The φ = 70° configuration, 

on the other hand, shows a series of leaf states where the magnetization lies along the diagonal of 

each element. Here, the demagnetized regions pervade only near the smaller edge of the 

rectangular element and are less pronounced as compared to the φ =90° case. The modification in 

the local magnetization states changes the dipolar coupling between the elements, which 

eventually determines the SW character, as will be shown later. 
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For the geometry with φ = 90°, the wave vector evolution of spin wave frequencies, together with 

few representative BLS spectra (measured and calculated) are presented in Fig. 10.2. The 

calculated intensities were determined from the square of the modulus of the fundamental 

harmonics of magnetization in PWM, which is proportional to the signal strength detected in BLS. 

In Fig. 10.2c, the rich magnonic band structure of the ASW array, as obtained from PWM 

calculations for two BZs, is shown by the blue lines, where the magnonic bands with predicted 

large scattering cross sections are emphasized by bold green lines. The experimental data (red solid 

circles) are overlaid on the calculated dispersion, which is in good agreement with the latter. In the 

experiment, the BLS spectra are characterized by the presence of five well-defined modes (Fig. 

10.2a). Amongst them, modes M1, M2 and M3 are dispersive modes, while M4 and M5 do not 

significantly depend on q. In addition, at wave vector near π/a (i.e., the edge of the 1st BZ), mode 

M1 undergoes Bragg diffraction, inducing the opening of a band gap of width ~ 1 GHz. The value 

of this gap depends upon the lattice dimensions and the cross-talk between the consecutive ASWs. 
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Figure 10.2: (a) The Stokes side of BLS spectra taken at different values of the in-plane transferred 

wave vector q (denoted in units of 107 rad/m) for φ =90° geometry. The spectra are horizontally flipped 

for convenience. The SW peaks are indicated by the arrows. (b) Relative values of BLS intensities as 

calculated by PWM for different values of q given in (a). (c) Magnonic band structure in φ =90° 

geometry. Thin blue lines are PWM results. Bold green lines emphasize intense excitations as predicted 

by PWM. Red solid circles represent peaks in the BLS spectra. The dashed vertical line is the boundary 

of first BZ. The bandgap is shown by shaded region. 
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In order to get a closer insight into the wave scattering mechanisms, we have calculated the SW 

mode profiles, i.e., modulus of the amplitude of the x-component of the dynamic magnetization, 

of the relevant experimental modes. The spatial profiles of these modes are shown for q= 0, q= π/a 

and q= 2π/a (i.e., in the center and the edges of the BZs) in Fig. 10.3a, b and c, respectively. 

Starting from the mode profile of M1 at q= 0 (Fig. 10.3a), we find that this mode is an extended 

mode along the ASW axes, although with a non-uniform profile along the stripe axes. A correlation 

between this profile with the corresponding magnetic configuration shown in Fig. 10.1c 
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Figure 10.3: Spatial profiles of the selected modes for (a) q= 0 and (b) q= π/a and (b) q= 2π/a for the 
geometry with φ = 90°. 
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emphasizes that this mode actually resides where the local magnetization is parallel to the external 

applied field, i.e., the so-called barrier or center mode of a magnetic stripe [39]. In case of a uniform 

magnetic stripe the modes are governed by the spatially inhomogeneous internal magnetic field 

formed by the edge potential wells due to demagnetizing effects, forming the well modes and 

barrier mode at the edge and central regions respectively. As the width of the stripe is scaled down, 

the well mode and the barrier mode starts to couple, which may create noise in the propagating 

signal. The corrugation at the edges lifts the demagnetized regions away from the propagation 

channel, thereby impedes the edge modes from occurring. In other words, the corrugation can 

control the extent of the edge modes, which will be useful for decoupling the center mode in 

miniaturized magnonic devices. The spatial profiles of the higher frequency modes M2 and M3 

show that they are also quantized extended modes, with quantization number of 3 and 8, 

respectively, the nodal planes being perpendicular to H. The modes M4 and M5, on the other hand, 

show a high degree of hybridization, recognized by the presence of nodal planes in both parallel 

and perpendicular directions to the local magnetic field. Interestingly, the mode profiles of M4 and 

M5 foster tunneling nodal planes through the rectangular elements, still they do not exhibit any 

systematic dispersion with q (see Fig. 10.2c). The reason can be ascribed to the very high 

quantization number of these modes, which reduces the dynamic dipolar coupling between the 

rectangular elements, thereby prohibiting the mode propagation. 

 As we move to the mode profiles for q= π/a (Fig. 10.3b), we observe a significant reduction 

in the extended character of M1. This is expected because at the BZ edge, as mentioned earlier, its 

dispersion undergoes a change from positive slope to negative slope. This substantially minimizes 

its group velocity (v=d(2πf)/dq) at the BZ edge, i.e., its propagating character. The corresponding 

profiles for M2 and M3, on contrary, show a more pronounced tunneling at the BZ boundary. The 

modes M4 and M5 continue to show an extended nature, with a slight change in their hybridization 

characteristics. 

 With further increase in q, we see substantial changes in the profiles of M1, M2 and M3. 

At the second BZ boundary (Fig. 10.3c), mode M1 regains its extended character, due to the 

aforementioned reason. The mode M2 and M3, on the other hand, evolves into a profile with higher 

quantization number. Basically, in case of quantized modes with high degree of quantization, the 

wave vector dispersion is associated with their growth in terms of nodal planes. 
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In Fig. 10.4, the experimental and calculated frequencies are presented for φ = 70°. Note that, for 

both values of φ, the calculated band structure exhibits mirror symmetry w.r.t. the boundary of the 

first BZ. This signifies that the wave vector is always along one symmetry direction, i.e., along the 

axes of ASW. As seen from Fig. 10.4a, primarily four modes are observed in the BLS spectra for 

φ = 70°. As compared to the φ = 90° geometry, here the frequencies of the modes are shifted to 

higher value, except M4. This trait can be attributed to the reduced demagnetized regions for φ 

=70°, which enhances the internal magnetic field inside the stripe. Moreover, a suppression of spin 

wave propagation is seen for M1, i.e., the group velocity is close to zero. The mode M2, on the 

other hand, has first an almost constant frequency up to about π/a and then it is dispersive, i.e., has 

a finite slope as a function of q. This leads to a marked increase in the bandgap width (~1.8 GHz) 

as well as an upshift in its frequency position. The dispersive character of M2 is reproduced in the 

PWM results, except for the fact that the mode with highest BLS intensity (see Fig. 10.4b) is at 

larger frequency than M2. In addition, although experimentally the mode M2 evolves continuously 
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Figure 10.4: (a) The Stokes side of BLS spectra taken at different values of the in-plane transferred 

wave vector q (denoted in units of 107 rad/m) for φ =70° geometry. The spectra are horizontally flipped 

for convenience. The SW peaks are indicated by the arrows. (b) Relative values of BLS intensities as 

calculated by PWM for different values of q given in (a). (c) Magnonic band structure in φ =70° 

geometry. Thin blue lines are PWM results. Bold green lines emphasize intense excitations as predicted 

by PWM. Red solid circles represent peaks in the BLS spectra. The dashed vertical line is the boundary 

of first BZ. The bandgap is shown by shaded region. 
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with q, theoretically, the evolution of the predicted BLS intensity jumps to another frequency 

branch. Our findings on SW propagation and bandgap features are different from the results 

reported earlier for strongly interacting magnetic stripe array, where the wave vector (of constant 

magnitude) was rotated in azimuthal direction, while keeping the direction of  H fixed [38]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Inspection of the spatial spin-precession profiles of the experimentally observed modes, presented 

in Fig. 10.5 (Fig. 10.5a, b and c for q= 0, q= π/a and q= 2π/a, respectively), reveals that here the 

mode M1 is a quantized mode with mode number one, the nodal plane being perpendicular to the 
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Figure 10.5: Spatial profiles of the selected modes for (a) q= 0 and (b) q= π/a and (b) q= 2π/a for the 
geometry with φ = 70°. 
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external field direction. Moreover, the profile of M1 for φ =70° evidence a weaker coupling of 

magnetic excitations between the constituent elements, thereby weakening the SW propagation 

(see Fig. 10.5a). As for M2, it is a quantized mode with quantization number 8, similar to M3 in 

case of φ =90° geometry. Nevertheless, its nodal planes are confined in the rectangular elements 

at q=0, then it extends substantially across the inter element channels giving rise to a propagating 

behavior, at the edge of first BZ. At the second BZ boundary, the mode profile attains a higher 

quantization degree. All these trends is consistent with the dispersion behavior observed 

experimentally, where initially its eigen frequency is nearly independent of q, which takes a 

positive slope as q approaches the BZ. The other high frequency modes are complex hybridized 

modes, which show a very high quantization number and have similar properties as for the 

geometry of  φ =90°. 

The above results demonstrate an active method of magnonic band engineering in ASW 

array by merely rotating an external magnetic field w.r.t. the in-plane wave vector. In a practical 

integrated magnonic circuit, the external bias field to drive the magnons is provided either by 

external fields coming from a permanent magnet, or by the oersted field created by a current 

through a loop which also requires a cooling system. Therefore to orient the magnetic field in a 

different direction is an easier way (one can possibly make two current carrying lines 

corresponding to the two magnetic field orientations and send same magnitude of current through 

one of them at a time) compared to increasing the field value or rotating the entire magnonic circuit. 

The variation in the magnetic field direction essentially leads to a modulation in the profile of 

periodically varying SW channel, which subsequently determines the SW frequency dispersion. 

Figuratively, the SW energy incident on each rectangular element is partly reflected because the 

SW width profile does not fit into the narrow waveguide section at the junction of two elements. 

This property can be implemented in dynamic SW filter and SW waveguides. Besides, the 

magnonic bands can be further tuned by changing the structural parameters of each ASW, e.g., the 

dimensions of rectangular elements, the interaction between the ASWs (an increase in cross-talk 

results in reduction of bandgap), the orientation and magnitude of magnetic field and the symmetry 

of corrugation. 
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Figure 10.6 provides an exemplary demonstration of how the SW propagation can be 

manipulated in the ASW array. For that, the SW response to microwave excitation was simulated 

for the two φ values. Using oommf software, SWs were launched at the left end of the considered 

structure through a 400 nm wide region. For excitation we used a time varying field of sinc profile 

(frequency window 30 GHz) applied along the stripe axes. Figure 10.6a and b show the mode 

profiles at different SW frequencies for φ =90° and φ =70° respectively. The results reveal that the 

transmission of the nodal planes at 6 GHz and 8 GHz is blocked when φ changes from 90° to 70°. 

On contrary, at 9.3 GHz, the nodal planes are able to pass through for both values of φ. This asserts 

the use of ASW array as a frequency dependent dynamic filter. It is noteworthy, that for 6 GHz in 

Fig. 10.6a, the non-uniformity of the SW amplitude is not that pronounced, as it was in the PWM 

results (Fig. 10.3a). Therefore we infer that the obtained non uniformity is a result of the pinned 

boundary condition inherent in PWM. 

 

Figure 10.6: Amplitude profiles of different spin wave modes excited locally at the shaded region for 

(a) φ = 90° and (b) φ = 70° geometry. 

 

(a) (b)
6 GHz 6 GHz

8 GHz 8 GHz
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Because of the lack of mirror symmetry in this system, one may expect some impression of non-

reciprocal SW behaviour w.r.t the counter propagating wave vectors. The non-reciprocal 

behaviour was indeed predicted for a corrugated stripe (having mirror symmetry about its axis) 

with lower dimensions [40]. To verify that in our case, we have measured the BLS spectra for two 

magnitudes of wave vectors of counter propagating SWs. The results are presented in Fig. 10.7a 

and 10.7b for φ =90° and φ =70° respectively. Surprisingly, even for higher q (= 1.9 × 107 rad/m), 

negligible asymmetry is observed for both φ values. We speculate that the reason lies in the internal 

field profile. When the SW propagates along either positive or negative direction, it simultaneously 

perceives the profile of small and large arms of the rectangular element. Another possible reason 

may be the feature dimensions, which is too large for any chirality to be visible. Nevertheless, a 

thorough investigation of the non-reciprocal behavior is of future interest. 
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Figure 10.7: BLS spectra measured at two different values of the in-plane transferred wave vector q 

(denoted in units of 107 rad/m) for (a) φ =90° and (b) φ =70° geometry. The spectra in red and black 

stand for two counter propagating directions of wave vector.  
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10.5. Conclusions 

In conclusion, we have presented a combined experimental and theoretical study of the 

reconfigurable magnonic excitations in a pseudo one-dimensional magnonic crystal composed of 

asymmetric sawtooth waveguide (ASW) arrays, by varying the angle (φ) between the wave vector 

(directed along ASW axes) and magnetic field. The switching of the magnetic field from φ =90° 

to φ =70° results in a transition in the internal magnetic field distribution, from ‘S’ state to ‘leaf’ 

state. Consequently, the magnonic band structure for φ =90° supports propagating SW modes and 

is characterized by a pronounced magnonic bandgap. The frequency and size of the gap is 

effectively modified by varying φ to 70°. Further calculations of the spatial mode profiles reveal 

that the edge potential well modes can be effectively tuned by manipulating the edge corrugation. 

All these observations are important from a fundamental scientific viewpoint as well as in terms 

of magnonics where the tunability of spin waves is considered for magnetic nanodevices operating 

in the GHz frequency regime. 
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Chapter ͳͳ ͳͳ. Effects of adjacent layers on the structure and magnetization dynamics of Co-Fe-Al-Si Heusler alloy thin films 

 

11.1. Introduction 

The development of magnetoelectronic devices [1–3] is becoming an immense practical need for 

contemporary magnetic information storage and processing technology. Inspired by this quest, the 

research on spintronics aims at the growth and integration of new materials with unique, 

specifically tailored magnetic properties. In this aspect, Heusler alloys (HA) are important 

primarily due to their high spin polarization, magnetic anisotropy and small intrinsic Gilbert 

damping [4] which make them ideal candidates to realize a low current density for current induced 

magnetization reversal [5] and a high spin polarized current source for giant and tunnel 

magnetoresistance devices [6-7] used in magnetoresistive random access memories (MRAM) and 

in microwave components for spintronic applications. The composition of full HA is X2YZ, where 

X and Y are transition metal elements and Z is a group III, IV, or V element. This composition has 

spurred interest because of the resulting electronic structure which shows an asymmetry in the spin 

split band structure [8]: while the majority spin band exhibits a metallic behavior, the minority 

electrons show a semiconducting behavior. Such half metallic band structure suppresses the spin 

flip processes and hence reduces the damping of magnetization precession. The electronic structure 

of HA compounds can further be tuned by alloying with a fourth element, which in turn modifies 

the structural and magnetic properties, providing a new way of designing materials with tailored 

characteristics. 

 Interestingly, the magnetic and structural properties of HA compounds are strongly 

influenced by the crystalline structure and the degree of chemical order which depend on the 

substrate material, as well as other deposition conditions [9]. It is thus imperative to investigate 

and control the magnetization dynamics of HA films by varying different structural properties and 
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deposition parameters. So far, extensive research has been carried out on Ni2MnSn [10], Co2FeSi 

[11-12], Co2MnSi [13–15], Co2FeAl [8-9, 16] and Co2CrAl [17] compounds where the magnetic 

properties have been studied by varying the film thickness, substrate material and deposition 

parameters including annealing temperature and target composition. Amongst them, the spin 

dynamics in cobalt based HA compounds are of special interest because of their high spin 

polarization at the Fermi level (therefore providing large tunneling magnetoresistance (TMR)), 

high Curie temperature and very low magnetic damping parameter. Besides the ternary 

compounds, Co based quaternary HA compounds are also important where the Fermi level is 

further tuned leading to higher spin polarization. Hitherto, the magnetization dynamics and its 

dependence on different structural properties has been studied for Co–Cr–Fe–Al [18-19], Co–Fe–

Mn–Si [20-21] and Co–Fe–Al–Si [6, 22-23] HA compounds using time resolved magneto optical 

Kerr effect (TR-MOKE), ferromagnetic resonance (FMR) and Brillouin light scattering (BLS) 

techniques. 

 In this chapter, we report a comprehensive study of collective spin wave excitations in 

CFAS compounds and their variation with different top (capping)-layers and under-layers. CFAS 

exhibits a high spin polarization (above 0.9) with the weakest temperature dependence among all 

known half-metals, and, therefore, may lead to the development of new families of spintronic 

devices with better performance. In earlier reports on CFAS compounds the spin polarization 

phenomena associated with TMR and giant magnetoresistance (GMR) effects [6, 22, 24] have 

been widely investigated. Further, the structural and static magnetic properties were studied by 

varying the gas pressure [25], annealing temperature [23] and film thickness [4]. In these cases, 

Ag [22, 24], Cr [6], MgO [7, 23] were taken as underlayer and Ru [6-7, 22–24] was used as top 

layer. However, the investigation of the ultrafast magnetization dynamics and its dependence on 

the top and under-layers have not yet been addressed. Here, we have used atomic force microscopy 

(AFM), transmission electron microscopy (TEM), Xray diffraction (XRD), vibrating sample 

magnetometry (VSM), combined with Brillouin light scattering (BLS) spectroscopy, to perform a 

correlative analysis between structural and static and dynamic magnetic properties of CFAS thin 

films grown on MgO (001) substrates. The XRD results reveal a transition from B2 to A2 ordered 

phase for different samples. Systematic studies of static and dynamic magnetization also show 

significant changes in the magnetic properties including the spin wave mode frequencies and 
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magnetic anisotropy. Moreover, the extracted damping parameter shows a broad tunability with 

varying chemical order. 

11.2. Experimental Details 

Three sets of CFAS thin films (30 nm in thickness) were prepared on MgO (001) single crystal 

substrates using an ultrahigh vacuum magnetron sputtering system with a base pressure lower than 

10-8 Torr. The substrates were cleaned first with acetone, then with isopropyl alcohol and finally 

with deionized water in an ultrasonic bath before being loaded into the sputtering chamber. Next, 

the substrates were baked in situ at 600° C for 30 minutes and cooled to room temperature (RT). 

For one set of the samples, a 20 nm thick Ag layer was grown on the substrate at RT by DC 

sputtering under an argon pressure of 3 mTorr. The Ag layer was then annealed at 300° C for 30 

minutes and cooled to RT before the deposition of the CFAS layer. The applied DC power and the 

duration for the deposition was 40W and 3 min 20 s, respectively for the deposition of Ag layer. 

The distance between substrate and sputtering target was 16 cm. The CFAS thin film was deposited 

subsequently from a stoichiometric Co–Fe–Al–Si (Co: 50.0%, Fe: 25.0%, Al: 12.5%, and Si: 

12.5%) target. For CFAS, the applied DC power and the duration of deposition were 60 W and 40 

min, respectively. The samples were then annealed at 500° C for 30 minutes and cooled to RT 

before the deposition of the capping-layer. For the other two sets of samples, a 20 nm thick Cr 

buffer layer followed by a 20 nm thick Pt layer were deposited on the substrates at RT. The DC 

power used for both Cr and Pt layer deposition was 60W while the duration of deposition was 20 

min and 7 min and 30 s for Cr and Pt, respectively. The Cr/Pt under-layer was then annealed at 

600° C for 30 minutes and cooled to RT before the deposition of the CFAS layer. The samples 

were then also annealed at 500° C for 30 minutes and cooled to RT before the deposition of the 

cap layers. We label these samples as S1 (with Ag under-layer), S2 and S3 (with Cr/Pt under-

layer). Finally, a 2 nm thick MgO (RF power: 120 W; duration: 10 min) layer was deposited to 

cap S1 and S3, while S2 was capped with a Ru layer (DC power: 60 W; duration: 30 s) of 4 nm 

thickness. Therefore, the stacking structure of S1, S2 and S3 are the following:  

S1: Sub MgO/Ag (20 nm)/CFAS (30 nm)/MgO (2 nm),  

S2: Sub MgO/Cr (20 nm)/Pt (20 nm)/CFAS (30 nm)/Ru (4 nm),  
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S3: Sub MgO/Cr (20 nm)/Pt (20 nm)/CFAS (30 nm)/MgO (2 nm).  

The materials for the substrate and underlayers were chosen based on their lattice matching with 

CFAS, while the thicknesses were chosen so that the values should be suitable to allow for proper 

formation of the layers, taking into account aspects such as stress relaxation. MgO was chosen as 

one of the capping layers because in real MTJ devices, MgO is used as the tunnel barrier and grown 

on top of the ferromagnetic CFAS layer. Hence, it is reasonable to mimic our sample structure as 

realistic as possible. The MgO thickness was also chosen to be similar to the thickness used in 

MTJ devices. However, MgO is susceptible to degradation by moisture. Hence, a well-established 

protective cap layer, Ru, was also used for one of the samples. 

 The surface morphology and structural properties were characterized using AFM, TEM 

and XRD methods. The static magnetic properties were investigated using VSM at room 

temperature. BLS spectroscopy in the backscattered geometry was employed to study the 

magnetization dynamics, in particular the spin wave frequency and linewidth. Here, a laser beam 

from a diode pumped, frequency doubled Nd:YVO4 laser with a wavelength of Ȝ = 532 nm is 

incident on the magnetic sample and inelastically scattered from the spin waves. During this 

interaction, magnons are created or annihilated following the conservation of energy and 

momentum. The frequencies of the scattered light are then analyzed using a Sandercock-type 

sixpass tandem Fabry–Perot interferometer (FPI) [26]. The different wave vectors of spin waves 

can be selected by changing the angle of incidence of the beam, owing to the relation q = 2ki sinθ, 

where q and ki are the wave vectors of the spin wave and the incident beam, respectively, and θ is 

the angle of incidence. The external magnetic field H was applied in the so-called magnetostatic 

surface wave geometry, wherein H is applied in the plane of the sample and is perpendicular to the 

plane of light incidence (i.e. H ⊥ q). 
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11.3. Results and Discussions 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The AFM images for the respective samples are shown in Fig. 11.1a and b. The measured root 

mean square (RMS) roughness was approximately 0.2 nm for S2 and S3. However, S1 had 

significantly higher roughness of 33 nm. These values are listed in Table 11. 1. The high roughness 

of the sample S1 is probably due to the diffusion of Ag from the under-layer to the top of the film 

stack after enabling the formation of a desirable crystal structure in the magnetic thin film [27]. 

This is further revealed in the cross-sectional TEM image (Fig. 11.1c). On the other hand, no such 

diffusion of under-layer material into the CFAS film is observed in S2 and S3, giving rise to a 

reasonable low surface roughness of these samples. The cross-sectional TEM images confirm that 
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Figure 11.1: (a) Three-dimensional and (b) in-plane view of AFM images for S1, S2 and S3. (c) Cross-

sectional TEM images for all three samples. The lower panels show high resolution images of the 

diffraction fringes of CFAS films. 
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the samples have good crystalline quality throughout the layers and have good quality interfaces 

(Fig. 11.1c). The XRD data for the CFAS sample series are shown in Fig. 11.2. The characteristic 

peaks of CFAS are shown by arrows. In addition to that, several other peaks corresponding to 

MgO, Ag, Pt, Cr, CrPt, Ru are observed, which are marked by various symbols. Some peaks 

remain unidentified, which are also marked in Fig. 11.2a. The XRD pattern of sample S1 contains 

CFAS (002) as well as CFAS (004) peaks, indicating (001)-oriented growth on the MgO surface. 

The presence of the CFAS (002) peak indicates an ordered B2 structure. In contrast, for S2 and 

S3, the CFAS (420) peak is observed, which corresponds to the disordered A2 phase. We notice 

here that sample S2 also exhibits the (002) peak but with a very low intensity. Hence, we can state 

that the ratio I002/I004 of the integrated intensities of the (002) and (004) peaks decreases from S1 

to S3, indicating a decrease in the degree of chemical order from the ordered B2 phase towards the 

disordered A2 phase. Note here, that the CFAS (004) and CFAS (002) reflections in S2 is shifted 

as compared to that of S1. This can be attributed to the growth of CFAS layer over the respective 

under-layers. The lattice mismatch between Ag and CFAS (in S1) results in out-of-plane 

contraction, while the lattice mismatch between Pt and CFAS (in S2) results in out-of-plane 

expansion. This may result in the shift in those peaks in the XRD pattern. 
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Figure 11.2: (a) XRD patterns for all three samples. The arrows indicate the CFAS peaks, while peaks 

corresponding to other materials are indicated by symbols. (b) Lorentzian fit to the characteristic CFAS 

peaks of S1, S2 and S3 which is used in the text to find out the crystallite size of the CFAS thin films. 

 



193 
 

We have further estimated the crystallite size of the thin films by modelling the characteristic B2 

and A2 peaks of the CFAS samples with the Debye–Scherrer equation, given by: 




cos

9.0
   

                                                                                                               ..……(11.1) 

where τ is the mean size of the ordered (crystalline) domains, Ȝ is the X-ray wavelength, ȕ is the 

full width at half maximum (FWHM) of the characteristic peak and θ is the respective Bragg angle. 

The obtained values are 11 nm, 10 nm and 8 nm for S1, S2 and S3, respectively. The crystallite 

size for S1 to S3 indicates overall good crystalline quality in all three samples. 

 

 

 

 

 

 

 

 

 

 

 

The magnetometry measurements on the CFAS films were performed using VSM at room 

temperature. Figure 11.3a shows magnetization versus applied magnetic field curves for magnetic 

fields applied in the plane of the films along the [100] and [110] crystallographic orientations. The 

properties and the shape of the reversal curves allow us to make qualitative conclusions on the 

magnetic behavior of the samples. Here the hysteresis curves change from a nearly coherent 

reversal for S1 to a multistage reversal for S2 and S3. This variation (which is independent of the 
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Figure 11.3: (a) Magnetic hysteresis loops of S1 (upper panel) and S3 (lower panel), measured for 

magnetic field applied parallel to the film surface, at various angles with respect to the edges of the 

MgO substrate ([100] and [010]). The results for S3 are also representative of S2. (b) Typical BLS 

spectra of all samples taken for q = 0 at H = 2 kOe. The arrows indicate the peak frequencies of PSSW 

modes. The measurement geometry is shown in the inset. 
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field orientation) can be due to the change of the domain wall structure in the CFAS thin films, 

induced by different interface roughness at different capping and under-layers. The interface 

roughness gives rise to domain wall pinning, which is different for different adjacent layers. 

Moreover, for S1, a distinct fourfold symmetry is observed as the magnetic field is applied in 

different directions within the plane of the film, as apparent from the variation of normalized 

remanent magnetizations (Mr/MS), with the easy and hard axes lying parallel to the [110] and [100] 

axes, respectively. On the other hand, the reversal curves for S2 and S3 show a uniaxial anisotropy. 

We attribute this to two possible reasons: (i) the different degrees of chemical ordering in those 

samples and (ii) the tensile stress formed due to the lattice mismatching of the film with the 

adjacent layers along with the growth morphology. The average magnetization at saturation for all 

samples from VSM measurements has been found to be MS =530 emu/cc. The MS value is lower 

than the typical value of approximately 1000 emu/cc [28], which can be attributed to the formation 

of magnetic dead layer during the multiple annealing and cooling steps. To calculate MS, the 

magnetization was divided by the volume of the magnetic thin film, where the volume of the thin 

film was taken as the product of the area and the nominal thickness of the measured thin film. 

Hence, the nominal thickness over-estimated the thickness of the magnetic thin film due to the 

dead layer, resulting in an under-estimation of the MS. 

 In order to capture the complete magnetization dynamics as well as to obtain the magnetic 

parameters, we have further studied thermally excited magnons by BLS spectroscopy. In a 

continuous film, various modes are expected to propagate with wave vectors in the plane of the 

film. Schematically, for the direction of magnetization aligned perpendicular to the in-plane wave 

vector q, two types of spin wave modes are observed: (i) surface spin waves for in-plane 

propagation, the so-called Damon–Eshbach mode (DE mode), which consists of a dipolar 

dominated wave and is characterized by its exponential decay across the film thickness leading to 

its non-reciprocity, and (ii) the bulk spin waves which are excitations of the whole magnetic system 

(often called standing spin waves (SSW)) and are exchange-dominated modes with a frequency 

strongly depending on the film thickness. Figure 11.3b shows the BLS spectra (normalized to the 

reference beam intensity) for all the samples taken for zero wave vector (angle of incidence θ= 

0°), which corresponds to the Kittel mode. A bias magnetic field (H) of 2 kOe was applied in the 

plane of the sample and the scanning range was chosen as 75 GHz by fixing the mirror spacing of 

FPI as 2mm. The geometry of the experiment is shown in the inset of Fig. 11.3b. 
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Table 11.1: Material parameters obtained for different samples 

Sample 

Chemical 

Ordering 

Surface 

Roughness 

(rms) 

Grain 

Size g 
Ms(emu/

cc) 

A 

(µerg/cm) 

H
K2

(Oe) 

(2K2/MS) 

H
K4

(Oe) 

(K4/MS) 

Gilbert 

damping 

(α) 

S1 
 
B2 

33 nm 11 

nm 
2.25 883 2.5 0 29.5 0.002 

S2 
B2 and 

A2 

0.17 nm 10 

nm 
2.25 883 2.5 45 2 0.003 

S3 A2 0.21 nm 8 nm 2.25 854 2.5 19 4 0.006 

 

The significance of the Kittel mode lies in the fact that the spin wave spectra are solely dominated 

by the magnetic parameters and dispersion of the individual mode does not come into play. The 

applied field of 2 kOe is large enough to saturate the sample magnetization within the plane of the 

sample as evident from Fig. 11.3a. As shown in Fig. 11.3b, two peaks corresponding to spin wave 

modes can be observed both in the Stokes and anti-Stokes regimes for all samples. The lower and 

higher frequency peaks correspond to the Kittel mode and perpendicular standing spin wave 

(PSSW), respectively, as shown by the evolution of their mode frequencies with respect to the in-

plane wave vector and applied magnetic field, which will be discussed later. A quick inspection of 

the spin wave spectra for all three samples shows a significant change in the frequency of the 

PSSW mode for different samples. This can be understood as a variation in the internal magnetic 

field profile, caused by the variation in interface effects of different top-layers and under-layers. 

As noticed above, this tendency was found in the VSM results as well, where a variation in the 

switching behavior was observed. On the other hand, the frequencies of the Kittel mode are nearly 

the same for all samples, in support of the similar MS values found for all samples from VSM 

measurements. Nevertheless, the small difference is caused by the variation in anisotropy fields, 

as shown in Fig. 11.4. 

 The typical dependences of mode frequencies at q = 0 for varying the bias field as well as 

in-plane azimuthal angle are shown in Fig. 11.4a and 11.4b, respectively. The frequency of the 

Kittel mode (F1), in the presence of magnetic anisotropy, is given by Eqn. 11.2: 
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Where Ȗ, H, MS, φ, K2, and K4 are the gyromagnetic ratio, applied magnetic field, saturation 

magnetization, angle between applied bias field and the [100] direction, and the uniaxial and 

fourfold anisotropy constants, respectively. On the other hand, the frequency for the PSSW mode 

(F2) is given by: 
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Here, the wave vector is perpendicular to the surface of the film and defined by 

d

n
q


  

 
                                                                                                                  .……(11.4) 

where d is the thickness of the film and n = 1, 2, 3., denoting one or more nodes along the 

perpendicular axis.  
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The spin wave spectra were also recorded as a function of in-plane wave vector q at a magnetic 

field of 2 kOe (Fig. 11.5). In this case, the frequency of the lower frequency mode F1 exhibits 

pronounced dispersion (DE mode in this case) and is given by: 
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Where ȥ is the angle between q and H. The higher frequency mode F2 follows Eqn. 11.3 and is 

dispersionless, as expected. By simultaneously fitting all data to the respective equations presented 

above, the Land´e g-factor (g), the saturation magnetization (MS) the exchange stiffness constant 

(A) and the anisotropy fields are extracted and are presented in Table 11.1. Note that each of the 

fitted parameters is determined rather independently from a particular experimental dependence 

or feature, making the fit reliable and providing results with a relatively small error (~ ± 5%). 

While the fitted value of g and exchange constant A are the same for all samples, the angular 

behavior of the mode frequencies is governed by a fourfold anisotropy for S1 and a uniaxial 

anisotropy superposed on a fourfold anisotropy for S2 and S3, in agreement with the VSM results. 

The presence of the fourfold anisotropy for all samples indicates that this is directly correlated 

with the crystal structure. As a result, the anisotropy increases for improved crystal structure and 

vice versa. On the other hand, the uniaxial anisotropies in S2 and S3 are presumably stemmed 

from film structure in the vicinity of the interfaces, as reported previously for CFAS and Co2FeAl 

[4, 9] thin films. There are many possible origins of such magnetic anisotropy, including the 

formation of an interface alloy, formation of anisotropic interfacial bonds and anisotropic strain 

relaxation. 

 We now turn to the dependence of the Gilbert damping constant (α) for different samples. 

In any process involving magnetization dynamics, the Gilbert damping constant is one key 

indicator to optimize writing speeds and reduce power consumption. The analysis of the 

  

Figure 11.4: (a) Evolution of the frequencies (symbols) of the Kittel mode (F1) and PSSW mode (F2) 

with respect to the bias magnetic field. (b) Dependence of F1 on the azimuthal angle of the applied bias 

magnetic field. The solid lines correspond to fits to Eqn. 11.2 and 11.3 for F1 and F2, respectively. 

.……(11.5) 
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variation of the half width at half maximum (HWHM (ΔH)) versus the frequency (f) of the q=0 

mode allows for quantifying α for different samples, using the following Eqn. 11.6 [25]: 

  0
3

2
H

f
fH 




 
 
                                                                                              .……(11.6) 

This linewidth is caused by two mechanisms: the intrinsic damping of the magnetization and 

extrinsic contributions (such as inhomogeneities, surface defects, two magnon scattering, 

mosacity, etc.) given by the first and second terms, respectively, in the above equation. In Fig. 

11.6, the measured linewidth (HWHM) of the q = 0 mode is plotted as a function of the mode 

frequency for all three CFAS films.  

To obtain this, the frequency swept magnon linewidths (Δf) were extracted by fitting the 

BLS peaks with the Lorentzian function. Subsequently, this is converted to field swept linewidth 

following the method described in Ref. [29]. It is worth mentioning here that the linewidth data 

 

Figure 11.5: Measured spin wave frequencies (symbols) as a function of in-plane wave vector at a 

magnetic field of 2 kOe. The solid lines are calculated frequencies. 

Wave vector (107 rad/m) 
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are not deconvoluted to remove the contribution for instrumental broadening, because the 

instrumental broadening will be uniformly present in all the BLS signals and thus it will not change 

our interpretation.  

 

 

 

 

 

 

 

 

 

 

 

 

The α values, as extracted from the slopes of the linear fitting of each data set in Fig. 11.6 are 

0.002, 0.003 and 0.006 for S1, S2 and S3, respectively, showing a pronounced tunability. The α 

value obtained for S1 is comparable to that found in earlier works on Co based HA samples, with 

optimized annealing temperature, HA layer thickness and chemical composition [4, 5, 9]. 

However, our study is unique in a sense that we have achieved a broad tunability in α without 

tampering any parameter of the CFAS layer. This tunability is attributed to the variation in the 

structural order (which is dependent on the adjacent layers) and shows great spintronics application 

potential. Furthermore, a qualitative comparison of the typical anti-Stokes peaks for all three 

samples, taken for q= 0 at H= 1500 Oe, is presented in the inset of Fig. 11.6. This reveals an 

increase in the peak linewidth from S1 to S3, reminiscent of the presence of interface defects in 

 

Figure 11.6: Linewidth of the q = 0 mode as a function of the mode frequency for different samples. 

Inset shows typical anti-Stokes peaks for all three samples, taken for q= 0 at H = 1500 Oe.  
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S2 and S3, as mentioned before. The above results suggest that different capping-layers and under-

layers result in significantly different effects on the surface morphology, crystal structure, 

magnetic anisotropy and Gilbert damping parameter. The different morphology can be attributed 

to different surface energy and melting point of the under-layers. Surface energy and melting point 

are important factors that influence various surface phenomena including faceting, roughening, 

crystal growth, and surface segregation during annealing. Such as in the case of S1, the surface 

forms granular islands, while S2 and S3 maintain continuous, smooth surfaces. This is due to the 

low melting point (961° C) of Ag which leads to a lower ordering temperature. On the other hand, 

the high melting point of Pt (1768° C) and Cr (1907° C) and high surface energy allow S2 and S3 

to stay continuous. Besides that, the thermal expansion stress arising from the different coefficients 

of thermal expansion of different layers can also play a role for the chemical ordering of CFAS 

films, which, together with the previous reason, eventually determines the magnetic properties. 

Overall, suitable under-layer and capping-layer are essential to use CFAS films in various 

magnetic devices because they can affect the morphology, microstructure, and magnetic properties 

of the films greatly. 

11.4. Conclusions 

In this work, we show that the chemical ordering, static magnetic properties and magnetization 

dynamics of the sputtered CFAS thin films can be effectively controlled by changing the capping 

layer and under-layer. The AFM, TEM and XRD results present a lowering in surface roughness, 

as well as in the degree of chemical ordering (from B2 to A2), as the sample is changed from S1 

to S3 by varying the capping-layer and under-layer. The magnetometry measurements obtained 

for different field orientations reveal the presence of fourfold anisotropy for S1, but a uniaxial 

anisotropy for S2 and S3. BLS spectroscopy has been used to investigate the thermal spin waves 

in these films. The spin wave modes were identified as DE mode and PSSW modes from the 

analysis of angular, field and wave vector dependent measurements, and the relevant magnetic 

parameters were extracted. The origin of the fourfold anisotropy is ascribed to the structural 

ordering and the uniaxial anisotropy is attributed to the interfacial defects. The Gilbert damping 

coefficient is also obtained from the q = 0 mode in the BLS spectra and is found to increase with 

the decrease in chemical ordering. The lowest damping coefficient obtained for S1 was 0.002. The 

observed structural and magnetic properties can be well explained in terms of the melting point of 
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the under-layers and thermal expansion stress at the interfaces. Finally, our findings will be useful 

for selecting proper adjacent layers of CFAS thin films for various spintronic and magnonic 

applications. 
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Chapter ͳʹ ͳʹ. Summary and outlook 

 

12.1. Summary 

In this PhD research study, we have investigated the quasistatic and dynamic magnetization 

properties in structured ferromagnetic materials at submicron scale. The motivation for such 

research is to promote the potential of spin wave devices for future data storage and information 

processing technology. Here, we have primarily dealt with the fundamental spin wave properties 

in layered and patterned structures, which are relevant in terms of spin wave waveguides and 

magnetic data recording. The samples are prepared by different techniques such as ultra high 

vacuum magnetron sputtering, electron beam lithography and electron beam evaporation. The 

preliminary characterizations of the samples were performed by the X-ray diffraction (XRD), 

scanning electron microscopy (SEM), transmission electron microscopy (TEM), atomic force 

microscopy (AFM) and energy dispersive X-ray spectroscopy (EDX). The static magnetic 

properties were studied using magnetic force microscopy (MFM), magneto-optical Kerr effect 

magnetometry (MOKE) and vibrating sample magnetometry (VSM). The time-resolved (from 

femtosecond to nanosecond time scale) and wave vector resolved magnetization dynamics were 

investigated by home-built time-resolved magneto-optical Kerr effect (TR-MOKE) microscope 

and Brillouin Light Scattering (BLS) technique, respectively. The experimental results are 

modeled and analyzed by solving the Landau-Lifshitz-Gilbert (LLG) equation for the respective 

system using macrospin formalism, micromagnetic simulations and plane wave method. 

 We have investigated the spin wave dynamics in Permalloy (Ni80Fe20, Py)/Cobalt(Co) 

exchange spring bilayer thin films using BLS experiment. The strong exchange coupling at the 

interface of soft NiFe layer and hard Co layer makes it a composite system having magnetic 

properties different from elemental layers. The interfacial coupling is manifested as a monotonic 

decrease in coercivity in the magnetic hysteresis loops with increasing Py thickness. The BLS 

measurements performed for different values of the applied external field helps to identify the 

observed spin wave (SW) modes as surface and volume modes. The analysis of the BLS line 
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widths of the observed resonant modes based on a two magnon scattering model enables to 

quantify the local interfacial exchange coupling strength, which was much larger in comparison 

with measured macroscopic value.  

 Next, we have studied [Co/Py]r multilayered systems with fixed elemental layer thickness, 

but with varying repetition number r. The increase in the number of interfaces enhances the 

effective magnetization of the system, which is reflected in the magnetization reversal curves as 

well as in the trend of resonant SW modes. Interestingly, the BLS results featured rich spectra of 

spin wave modes, consisting of magnetostatic surface wave mode as well as standing waves 

formed across the sub-layers. The number and frequencies of the standing wave modes were 

strongly dependent on r and the number of sub-layers they belong to. Moreover, the relative BLS 

intensities of the standing waves were determined to be inversely proportional to the square of 

corresponding thickness, which agree with the experimental findings. 

 The top soft layer in an exchange spring system finds another degree of freedom when it 

is coupled with a magnetic hard layer having high anisotropy perpendicular to its plane. The 

magnetization of the soft layer is now tilted which can be controlled by varying its thickness. In 

case of [Co/Pd]/Py multilayers, the chiral spin texture across the Py layer gives rise to a network 

of magnetic domains having gradually changing spin orientation. This effectively modifies the 

dynamic magnetic properties including the spin flip scattering based demagnetization phenomena, 

resonant SW modes and magnetic damping. Basically, for lower Py thickness, the hard Co/Pd 

layer dominates over the magnetic properties of the Py layer, which is not so strong in higher 

thickness range. In the intermediate thickness, there is a competition between the out-of-plane and 

in-plane anisotropies of the hard and soft layers, respectively. Consequently, two clear regimes in 

terms of magnetic damping are observed: an extrinsic effect dominated damping for Py thickness 

greater than 7.5 nm and vice versa. 

 The interfacial anisotropy at the Co/Pd interfaces, together with the d-d hybridization, is 

responsible for the high perpendicular magnetic anisotropy in Co/Pd multilayer. This supports the 

occurrence of exotic stripe domain system at remanence above a critical thickness, due to its 

competition with the demagnetizing field caused by the magnetic charges at the film surfaces. As 

opposed to the saturated state, the periodic domains lead to the formation of anisotropic periodic 

scattering potential for the SWs. The resultant anisotropic dispersion characteristics are studied for 
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two different orientations of the SW wave vector. We found that the resonant modes primarily 

reside at the domain walls, where the resultant in-plane magnetization is favored. Furthermore, the 

resonant mode profiles resemble that of a magnonic crystal, although without any physical 

patterning.   

The conventional magnonic crystal was investigated for arrays of square magnetic 

nanorings by varying the ring width. The localization and the quantization of the resonant SW 

modes have a pronounced dependence on the distribution of the static and dynamic demagnetizing 

fields, which is controlled by the geometry as well as the dimensions of the elements. In particular, 

it is the combination of the demagnetizing effect with the shape anisotropy at the ring arms, which 

yields the magnetic configuration from a flower state for the widest ring to an onion state for the 

narrowest ring. As a result, the nature of the SW modes showed a transition in the quantization 

characteristics: while the ring with the largest width exhibited quantization along the direction of 

the external magnetic field, the ring with smallest width showed azimuthal quantization.  

Unlike the square ring array, the array of sawtooth waveguide lacks the configurational 

symmetry, which is the root of tunable magnonic band structure in this system. We have performed 

a combined experimental and theoretical study of the reconfigurable magnonic band structure for 

two different angles between the fixed spin wave direction and the applied magnetic field and 

found that the spin wave propagation can be blocked for selected frequency values just by turning 

the magnetic field. The spin wave mode profiles show that the corrugation prohibits the edge 

potential wells from coming in the propagation channel, and can be engineered by controlling the 

extent of corrugation. Overall, the idea of tuning the SW propagation by merely rotating the 

magnetic field is important from a fundamental scientific viewpoint as well as in terms of 

magnonics where the tunability of spin waves is considered for magnetic nanodevices operating 

in the GHz frequency regime. 

In case of Heusler compounds, the magnetic response is an overall impact of the interaction 

of the atomic magnetic moments with the chemical bonding amongst the elements. For thin films, 

the atomic bonding, and consequently the magnetic behavior can be tailored by controlling the 

interfacial stress with its adjacent layers at the time of annealing. This effectively manipulates 

different surface phenomena including faceting and crystal growth, which is dependent on the 

adjacent layer material. We found, for CFAS Heusler alloy, a change in the internal magnetic 
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configuration by changing the combination of top and bottom layers, which primarily affect the 

magnetic anisotropy, damping parameter and the frequency of the volume mode. To obtain tunable 

magnetic properties without tampering any parameter of the magnetic layer will be interesting for 

different spintronic applications. 

 

12.2. Future Perspectives 

In the previous chapters, we have discussed the tunability of SW properties as an effect of 

interfacial interactions or due to the change in the demagnetizing field profile. Next, we plan for 

experimental visualization of the propagating SWs under various magnetic potentials. For that 

purpose, we have developed a space resolved micro-BLS set up in our laboratory (the description 

of the set up is given in chapter 3). The micro-BLS increases the optical resolution of the BLS 

experiment, thereby enables a two dimensional imaging of SW amplitude across the magnonic 

device. 

 When a SW is excited in a nano-scale magnetic element, it generates dynamic dipolar field 

(dynamic stray field) outside the element. If we consider two magnonic waveguides (WGs) placed 

beside each other, the SW launched in one WG will induce some excitation in the other. The 

amplitude and phase of the induced excitation will depend upon the distance between the WGs. 

We expect that the amplitude and phase of the induced mode is controllable via the presence of a 

third waveguide. Effectively, here two WGs will act as input channels whereas the output (which 

is the superposition of the two induced excitations) will be extracted from the third one. This may 

lead to one kind of magnonic logic where the logic operation can be controlled by changing the 

distance between the WGs.    

 One of the salient features of SW as compared to optical waves is its anisotropic 

propagation. When a SW of a particular frequency is launched in a magnetic medium, it follows 

the phase fronts of that frequency, which is, in turn, a reflection of the iso-frequency contour in 

reciprocal space. The propagation of SW is basically determined by the group velocity, which is 

perpendicular to the iso-frequency contour at a certain wave vector. Even for a planar magnetic 

film, these contours are not isotropic. Therefore, the SWs do not follow a circular phase front. The 
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study of this anisotropic propagation will be further interesting in case of magnonic crystal. Here, 

depending on the distribution of the scattering centres, different magnonic bands will have 

different propagation characteristics. These characteristics will be modified for different 

frequencies, amplitude as well as direction of magnetic field. Hence the frequency dependent SW 

propagation in case of different 2D MCs calls for a thorough research which may lead to a novel 

way of frequency dependent SW channeling.   

In case of Co/Pd multilayered system featuring stripe domains at remanence, we have 

observed that the magnonic excitations are primarily concentrated at the domain walls. By giving 

a line excitation to the system, it is compulsive to follow the propagating SWs with wave vectors 

parallel or perpendicular to the domain walls. Because the consecutive domain walls have opposite 

chirality, we expect that the SWs propagating parallel to the domain wall will have non-reciprocal 

characteristics, which will be reverted for alternate domain walls, i.e., SWs in alternate domain 

walls will propagate in opposite directions. There are several advantages of implementing stripe 

domain waveguides in magnonic technology. Firstly, the absence of external magnetic field means 

low power consumption for signal processing. Secondly, since the lattice constant of the periodic 

domains is very small (~100 nm), a number of propagation channels (i.e. domain walls) can be 

accommodated in a single waveguide. Furthermore, the difference in dispersion characteristics for 

wave vector parallel and perpendicular to the domain wall may lead to exotic SW channeling 

behavior in 2D film. This can be measured by launching SWs from a narrow excitation window 

(point excitation). 

 

 

 




